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ABSTRACT

The appearance of smartphones equipped with various sen-
sors enables pervasive monitoring of mobile users’ behaviors
and mobility. The Nokia Mobile Data Challenge (MDC) [10]
gives us a great opportunity to study the users’ mobility
models and location profiles from a rich mobile dataset. The
realistic data analysis may benefit a wide range of fields
from technology innovation to policy making. In this paper,
we describe our proposed methods to predict the semantic
meaning of the “important places” (Task 1) and the users’
next destination (Task 2) based on released MDC data. For
Task 1, we explore several features from the sequence of vis-
ited places and accelerometer samples, and proposed two
types of prediction methods: rule based and machine learn-
ing based. For Task 2, we adopt a simple but effective ma-
chine learning method to accomplish the prediction assign-
ment via both temporal and spacial features. Our prelim-
inary experimental results over released MDC data (Set A
dataset) show that rule based methods produce good predic-
tions for home and work locations in Task1l, while machine
learning methods are more scalable for different types of pre-
diction tasks. But the prediction accuracy of machine learn-
ing approaches heavily depends on the number of instances
in the training data.

1. INTRODUCTION

Inferring the meaning of the most significant places that
a mobile user visits frequently and predicting the future
location of the user are central to understand human mo-
bility and social patterns. Such understanding can inform
solutions to challenging problems in a wide range of fields,
such as mobile recommendation systems [16, 17], wireless
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routing [7, 18], urban sensing and planning [2, 13], sociol-
ogy [3,4], ecology and epidemiology [5]. There has been
numerous studies on significant location and movement pre-
diction using GPS coordinate data [1,11,12,14,16,17]. Re-
cent advances of smartphones equipped with various sensors
and contact/event logs enable new directions to study mo-
bile users’ behaviors and mobility [3,4,8,9] far beyond GPS
tracing.

The Nokia Mobile Data Challenge (MDC) dataset [10] holds
great potential for providing fine-quality information to pre-
dict the semantic places and user’s next destination. From
the study of MDC dataset and the ground truth data, we
find that people’s access of certain place may follow some
regular patterns. For example, people usually go to work
place during the daytime and go home at night. These pat-
terns are helpful to our prediction tasks. In addition, peo-
ple’s behaviors at some specific places also provide useful
information for certain predictions. For instance, if a per-
son is doing an outdoor sport (such as hiking), he/she must
have certain speed. But if this person is having a dinner in
a restaurant, he/she most likely is stable during the dining
period. We believe by that exploring these types of features
from the MDC dataset, we could accomplish our prediction
tasks. Last but not least, many features are time-dependent
and user-dependent. This is especially true for the next place
prediction. We consider both the temporal and spacial fea-
tures in our proposed prediction methods.

In the following sections, we describe our proposed methods
for semantic place prediction (Task 1) and next place pre-
diction (Task 2) in detail. To test the performance of our
proposed methods, we conduct a few experiments over the
released MDC dataset (Set A in [10]). We include some of
these preliminary results in each section.

2. TASK1: PREDICTING SEMANTIC PLACE

In this section, we first introduce the features that we ex-
tract from the mobile data for MDC prediction tasks before
we describe our proposed prediction methods for Task 1,
predicting semantic meaning of places.

2.1 Feature Extraction

We explore two types of features for Task 1: features from
the sequence of visited places (visit_sequence_10min.csv)
and features from scanning data of accelerometer sensors
(accel.csv).
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Figure 1: User A’s access frequency distribution of his home and work place shows clear patterns: home has
higher access frequency at night and during the weekend, while work place has higher access frequency at
daytime and during weekdays.
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Figure 2: User B and C’s access frequency distribution of their home and work places

People often access particular places with regular patterns.
For example, during weekdays, Bob gets up at 7:00am and
sends his daughter to kindergarten at 7:30am, and then goes
to work around 8:30am. At 5:00pm, he takes off for his
office and picks up his daughter, and then stays at home
during night. He repeats this routine almost every weekday.
Detecting such regular location pattern over time is crucial
to distinguish semantic places. For example, from 8:30am to
5:00pm Bob probably is not at home because it is his work
time.

Bob’s story may be too ideal, however, we do find regu-
lar patterns in MDC dataset, especially for home and work
places. Figure 1 illustrates the access frequency distribution
of a MDC user (let us call him A) for his home and work
place during a day and a week respectively. It’s obvious
that A’s access distributions of his home and work places
have significant differences. His home has high access fre-
quency at night and equal access frequency over every day,

meanwhile his workplace has high access frequency at day-
time and during weekdays (Monday to Friday). This implies
that features of people’s access on a place could be used to
predict the semantic meaning of the place.

Even better, different people may share similar access pat-
terns over a particular type of place. Figure 2 illustrates the
access frequency distributions of the home and work places
of two additional MDC users. They both share the simi-
lar regularity with user A. Therefore, for certain types of
places, there exists common features and rules to predict
them. For example people go to restaurant usually during
12:00am-2:00pm and 5:00pm-8:00pm, and most of people
sleep at night. By revealing these observable features, we
may successfully predict the semantic meaning of a place.

Via studying ground truth data, we find several time-related
observable factors that capture characteristics, which are
useful to distinguish the places’ semantic meanings. From



the sequence of visited places (visit_sequence_10min.csv) of
MDC data, we can extract the following features:

o Number of access days in a month: the number of days
that the user accessed the place within one mouth.
Multiple accesses within the same day is only counted
for one. This feature mainly helps us to distinguish
people’s home and work places, from the observation
that people almost go to work and go home every day.

e Total access frequency/duration: the total times/duration

of the place visited by the user during the whole data
collection period. This feature implies the importance
of such a place.

e Total access frequency/duration of visits shorter than
2 hours: the total times/duration of visits of the place
shorter than 2 hours. People normally do indoor sports
and stay in the restaurant for less than 2 hours.

e Total access frequency/duration of visits longer than 2
hours: the total times/duration of visits of the place
longer than 2 hours. People usually stay at home, work
place, shopping center for more than 2 hours.

e Average access frequency/duration in weekdays: the
total times/duration of the place visited in weekdays
divided by 5, i.e. average frequency/duration per day.
Most of people need to work during the day time in
weekdays.

o Awverage access frequency/duration in weekend: the to-
tal times/duration of the place visited in weekend di-
vided by 2. Many people may have some entertainment
activities during weekend, such as shopping, visiting
friends, or doing sports.

e Total access frequency/duration in the daytime: the to-
tal times/duration of the place visited between 7:00am
to 7:00pm. Daytime is the time for work in the week-
days.

e Total access frequency/duration at the nighttime: the
total times/duration of the place visited between 7:00pm
to 7:00am. Night time is another time for fun and re-
lax. Note this is different from sleeping time that we
will define next.

e Total access frequency/duration in the sleeping time:
the total times/duration of the place visited between
12:00am to 6:00am. People usually sleep at home dur-
ing this time period.

Besides the time/space-related factors described above, other
behaviors of people at a particular place may also be helpful
on the detection of place’s semantic meaning. For example,
a person who is at transportation place (such as railway sta-
tion) may have a higher moving speed and a larger variation
of accelerometer readings before or after a visit of that place.
A person doing outdoor sports (like jogging or hiking) may
have a considerable moving speed and obvious accelerom-
eter readings during the visit. On the contrary, for some
places such as user’s home, work place and restaurant, we

probably will not monitor obvious or large variations of ac-
celerometer readings. Therefore, people’s movement behav-
ior is another important factor for semantic place prediction.
The accelerometer tracing file (accel.csv) in MDC dataset
provides an array of records containing the relative time and
acceleration data'. With these information, it is easy to cal-
culate the average and variation of acceleration readings of
a particular user at a place. We define and use the following
movement-related features from accelerometer samples:

e Average acceleration during the wvisit: the user’s av-
erage accelerometer readings when he/she visits the
place. If the user has considerable acceleration when
he/she visits the place, he/she may be doing sport.

e Variation of acceleration during the visit: the variation
of user’s accelerometer readings when he/she visits the
place. If the user has considerable variety of accelera-
tions when he/she visits the place, he/she may be in a
shopping center.

e Variation of acceleration before the visit: the variation
of user’s accelerometer readings before he/she visits
the place. This feature could be used to distinct the
locations related to transportation.

e Variation of acceleration after the visit: the variation
of user’s accelerometer readings after he/she visits the
place. This feature could also be used to distinct the
locations related to transportation.

Notice that if GPS data is available, average speed and max-
imum position variety could also be used.

Last, detecting user’s social ties from their Bluetooth scan
record (bluetooth.csv), call logs (callog.csv), and address
book (contacts.csv) could also help with the detection of
a friend’s home and workplace. For example, friends may
call each other often, share similar entries in their address
book, or meet frequently (see each other in their Bluetooth
scan). However, unfortunately in the MDC dateset, the
anonymized data could not be used for such kind of social
relationship detection due to the privacy protecting reason.
This makes it hard to predicate a friend’s places.

2.2 Prediction with Rule Based Method

Comparing with other place categories, home and work places
are two of the most important places in people’s life. These
places normally have the largest total access frequency and
are easier to detect. An obvious feature of home is: most
people sleep at home. Solely using this single fact (based
on the feature of total access duration in the sleeping time)
we can detect people’s home. The workplace detection is a
little bit complicated. As we have already observed, most
of people’s work places should have high average access fre-
quency in weekdays and high total access frequency in day-
time. They should also have low average access frequency in
weekend and low total access frequency at nighttime. Follow-
ing these observations, we can make home and work place
detection based on the following two simple rules:

"We would like to thank Dr. Sanjiv Nanda for pointing out
an error of our understanding of the accelerometer readings
in an earlier version of this paper.



e Home: comparing the total access duration in the
sleeping time of each place ID for a user, we set the
one with highest value as the user’s home.

e Work place: among the places of each user with the
top five total access frequency, find the places, whose
average access frequency in the weekdays is larger than
its average access frequency in the weekend and its to-
tal access frequency in the daytime is larger than its
total access frequency in the nighttime. Among these
selected places, we identify the place with the largest
total access frequency as the user’s work place.

We evaluate these simple prediction method for home and
work places over the ground truth data (Set A). Table 1

shows the detailed classification accuracy of rule based method

for home and work places. Our home and workplace rule
based detection methods can achieve relatively high classifi-
cation accuracy. Notice that not everyone has distinct home
and work locations: some people work at home, some have
no fixed work site, and others may not use their cell phones
at home. Therefore, it is impossible to correctly identify
home and work location for all users using these simple rules
or even more complex techniques.

With the movement-related features, locations related to
transportation and shopping center might be detected based
on the following simple rules:

e Place related to transportation: if the place’s vari-
ation of acceleration during the visit is larger than 500
and its variation of acceleration before or after the visit
is larger than 100 and smaller than 1000, we set this
place as the location related to transportation.

e Shopping center: if the place’s variation of acceler-
ation during the visit is larger than 1000, we set this
place as the place for shopping center.

Notice that here we use a few hard thresholds which need to
be carefully adjusted depending on the applied dataset. It is
obvious that this part of prediction is not as accurate as the
one for home and workplace prediction. However, it could
be a possible complement to other prediction methods. For
example, purely using the machine learning based methods
(we will introduce next) may suffer from the lack of enough
instances in the ground truth data, especially for certain
types of places. Thus combining rule-based methods with
machine learning methods may improve performance.

2.3 Prediction with Machine Learning Method

In rule based methods, we manually formulate rules based
on regular patterns to distinguish some types of places, how-
ever not all categories of places have such obviously regular
patterns. We further explore more intelligent ways to learn
hidden patterns of all types of places. Naturally, machine
learning methods become our choice. Machine leaning tech-
niques have been widely used to discover behaviors and pat-
terns based on large-scale empirical data. Machine learning
algorithms can take advantages of examples (training data)
to capture characteristics of interest of the unknown un-
derlying probability distribution. They could automatically

Table 1: Classification accuracy of our rule based
method for home and work place prediction

Semantic Place TP Rate FP Rate
Home 0.762 0.081
None-Home 0.919 0.238
Workplace 0.765 0.105
None-Workplace 0.895 0.235

Table 2: Distribution of instances among categories

3 456 7 8 910

84 46 102 23 9 25 14 11 17 5
64 35 70 156 20 10 8 12 4
2011 32 8 35 4 3 5 1

Place Label (Category) 1 2
Set A

Training set

Testing set

learn to recognize complex patterns and make intelligent
decisions based on data. For this project, we directly use
WEKA [6], a comprehensive tool for machine learning and
data mining, to explore the user’s mobility pattern on dif-
ferent categories of places.

Basically, we define the semantic place predication as a clas-
sification problem. There are 10 classes representing differ-
ent types of semantic places. We use the features introduced
in Section 2.1 as the features for our classifiers. We use mul-
tiple well-known classifiers, including NaiveBayes, BayesNet,
IBK, J48, AdaBoostM1. We first divide the ground truth
data (Set A) into training data and testing data, and then
train/evaluate the classifiers with these data. We randomly
pick 3/4 of all instances in Set A as the training set and the
remaining 1/4 instances as the testing set. Table 2 shows the
distribution of these instances on different place categories.

We consider 10 individual classification tasks, each of which
is for one place category and tests all five machine learning
algorithms (classifiers) on them. Table 3 shows the truth
positive rate and false positive rate of our methods for each
place category and classifier respectively. Clearly, different
machine learning algorithms have different predict accura-
cies especially for place labels with few instances.

Based on their classification accuracies, we either pick the
best classifier or combine multiple classifiers to form differ-
ent predication methods. To combine results from multiple
classifiers, a simple majority vote could be used. Besides
of building a classifier for each individual place category,
we also build general classifiers to predict places among all
10 categories using different machine learning algorithms.
We then combine these machine learning methods with rule
based methods to generate integrated results. All these
predication methods are trained and used in generating final
submissions over the final testing MDC dataset (Set B).

3. TASK 2: PREDICTING NEXT PLACE

The second prediction task is to predict the next place given
the current location of a user. We again leverage the power
of machine learning approaches. Since user mobility is user
dependent, we train a single classifier for each user to predict
its next place. The place ID of the next destination is used as



Table 3: Classification accuracy (truth/false positive rate) of machine learning methods in Task 1

Place Label (Category) Naive Bayes Bayes Network IBK J48 AdaBoostM1
1 0.500 / 0.036  0.563 / 0.091  0.688 / 0.055 0.625 /0.018 0.563 / 0.018
2 1.000 / 0.790 0.000 / 0.000 0.556 / 0.226 0.222 / 0.097 0.444 / 0.177
3 0.762 / 0.380  0.429 / 0.040  0.524 / 0.100 0.476 / 0.120 0.333 / 0.100
4 1.000 / 0.299  1.000 / 0.194  0.500 / 0.075 0.500 / 0.075 0.000 / 0.000
5 1.000 / 0.400  0.000 / 0.271  0.000 / 0.014 0.000 / 0.000 0.000 / 0.000
6 0.900 / 0.475  0.600 / 0.361  0.000 / 0.066 0.000 / 0.000 0.000 / 0.000
7 0.857 / 0.516  0.000 / 0.000  0.000 / 0.000 0.143 / 0.000 0.000 / 0.000
8 0.800 / 0.394  0.000 / 0.000  0.000 / 0.000 0.000 / 0.000 0.000 / 0.000
9 1.000 / 0.536 1.000 / 0.290 0.000 / 0.029 0.000 / 0.043 0.000 / 0.000
10 1.000 / 0.186  0.000 / 0.000  0.000 / 0.014 0.000 / 0.000 0.000 / 0.014

Table 4: Prediction accuracy (correct classification ratio) of machine learning method for 10 users in Task 2

User ID 25 43 49 59 81 99 107 146 162 177
0.417 0.66 0.574 0.469 0.723 0.454 0.377 0.489 0.652 0.583

Prediction accuracy (IBK)

the target or class variable for prediction. The key question
is how to choose features for such classification task.

Since the next place heavily depends on the current location
of the user, it is obviously that both spacial and temporal
information of current context could be helpful for the pre-
diction task. We extract both types of features from the se-
quence of visited place (visit_sequence_20min.csv) to train
and test our machine learning based prediction methods.

e Place ID of the current context: the place that this
user was leaving. It is clear that the place sequence
should be continues over space.

e Duration of the current context: how long the user
stayed at this place may also affect the movement to
the next place.

e Day of the week of the end time of current context:
which day in a week of current time. We believe people
may have different mobility patterns in weekdays and
weekend, or even different for each day within a week.

e Hour of the day of the end time of current context:
which hour in a day of current time. People’s access
regulation is also related to the time of the day.

For each user, we train separate models using these fea-
tures over the training set (Set A) built from their own

visit_sequence_20min.csv. Since the movement between places

should be continuous, we only consider those instances whose
trusted_transition is 1. We test our methods over the ground
truth data toy_nextplace_segment.csv for 10 different users.
The prediction accuracies with underlying classifier of IBK
are listed in Table 4. Clearly, the prediction of next place is a
challenging task. For the final submissions to MDC contest,
we apply these trained models on the testing set (relative
to the time interval for each test data point and features
are extracted from Set C and nextplace_segment.csv). We
again try different classifiers and combine their results in our
final submissions.

4. CONCLUSIONS

In this paper, we introduced our proposed methods to pre-
dict the semantic meaning of the “important places” and the
users’ next destination in Nokia MDC dataset. We have ex-
plored different temporal and spacial features of the visited
place logs and accelerometer samples. Two types of predic-
tion methods are proposed: rule based and machine learning
based. Preliminary results over released MDC dataset show
that the proposed methods can achieve reasonable predic-
tion accuracy if the number of instances in the training data
is sufficient.

Besides the methods reported here, we tested other approaches
and techniques, such as feature normalization and feature
selection, however, the improvement is not significant. We
also tried to further train two sub-types of work places (one
with longer duration and the other with shorter duration),
but the overall accuracy does not change. For Task 2, we
would also consider the average speed or relevant distance
among places to predict the next place. However, without
accurate time and distance, such approach does not work.
We leave further study of other types of methods or features
for both tasks to improve the predication accuracy as our
future works. Additionally, we plan to apply the discovery
from this study to help with the design of new network pro-
tocols for pocket switched networks [7,15] or delay tolerant
networks [18].

Finally, we would like to thank the Nokia MDC organizers to
provide such a great opportunity for us to participate in this
challenge. We hope that Nokia research and other cellular
companies can further release more high quality dataset to
research community.
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