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ABSTRACT
Understanding the semantics of the places is critical to im-
prove emerging mobile services. In this paper, we present
topic modeling-based place characterizing method to solve
the problem of Dedicated Task 1 in Nokia Mobile Data Chal-

lenge: semantic annotation of place. We applies the prin-
ciples of topic modeling to leverage the context of smart-
phone users to infer place categories. In the proposed ap-
proach, topics are considered as the semantic category of
places (e.g., home, workplace, restaurant), places are mod-
eled as documents, and the personal behavior pattern (e.g.,
mobility pattern, calling or messaging, phone-silent setting)
and environmental features (e.g., number of radio beacons)
are discretized into terms that populate each document. Our
results show that the proposed method can classify places
into 10 categories with an overall accuracy of 68%.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning; J.4 [Computer
Applications]: Social and Behavior Sciences.

General Terms
Algorithms, Design, Experimentation, Human Factors

Keywords
Semantic Location, Location-based Services

1. INTRODUCTION
Understanding the semantics of the places is critical to im-

prove emerging mobile services. While extensive attempts
have been made to infer type-of-places in everyday life, pre-
vious work has a lack of inferring various type-of-places. Ye
et al [11] used check-in behavior of users at social network
(e.g., Whrrl) for the semantic annotation of places, but they
focused on only three categories (i.e., restaurant, shopping,
and nightlife). Works in [9] used image data to infer se-
mantic of places in home space. They found that objects in
places are correlated with the semantic labeling of placs, but
this work also have characterized only four categories (i.e.,
bathroom, bedroom, kitchen, office). Chon et al [2] used
image and audio data captured by mobile phones to charac-
terize places into 7 categories. Isaacman et al [5] employed

This material was prepared for the Mobile Data Challenge 2012 (by Nokia)
Workshop; June 18-19, 2012; Newcastle, UK. The copyright belongs to the
authors of this paper.

Table 1: Description of data set

Place Category 
Train Set Test Set 

Place Visit Place Visit 

Unknown 6014 24976 3043 26724

My home 84 14168 - - 

Others’ home 46 1869 - - 

My workplace/school 102 9721 - - 

Transportation 23 110 - - 

Others’ workplace/school 9 167 - - 

Outdoor sports 25 343 - - 

Indoor sports 14 468 - - 

Restaurant or bar 11 303 - - 

Shopping place 17 295 - - 

Holiday or vacation spot 5 6 - - 

r

V

call detail records of smartphone users to identify important
places such as home and workplace. Consequently, semantic
annotation of places with various type-of-places remains to
be solved in the mobile computing area.

The Nokia Mobile Data Challenge announes the contest
for solving the problem of semantic annotation of places.
Nokia Research Center Lausanne and its academic Swiss
partners have collected smartphone data from almost 200
participants in the course of 1+ year [6]. Table 1 describes
the collected dataset. Train Dataset includes 6350 places
visited by 80 users and 336 places are categorized into 10
place categories. Test Dataset contains 3043 places visited
by 34 users and none-places are labeled. The problem is the
classification into 10 classes. The problem is very challenging
and practical compared with previous works that focused on
2 to 4 categories [11, 9, 5].

In this paper, we present a topic modeling-based place
characterizing method to solve the problem of Dedicated

Task 1 in Nokia Mobile Data Challenge: semantic anno-
tation of place. We applies the principles of topic mod-
eling to leverage the context of smartphone users to infer
place categories. In proposed approach, topics are consid-
ered as the semantic category of places (e.g., home, work-
place, and restaurant) and places are modeled as documents.
We analyzed various contextual information collected by
smartphone users to explore meaningful features related to
type-of-places. We discretized personal behavior patterns
(e.g., mobility pattern, calling or messaging, phone-silent
setting) and environmental features (e.g., number of blue-
tooth devices, number of WiFi APs, phone-charging op-
portunities) into terms that populate each document. We
explored the meaningful features related to type-of-places
and evaluated proposed method with supervised- and semi-
supervised-approach. The results showed that the proposed
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Figure 1: Residence-time distribution at different
type-of-places.

method can classify places into 10 categories with an overall
accuracy of 68%.

2. SEMANTIC ANNOTATION OF PLACES
We applies the principles of topic modeling to leverage

the various features for inferring place categories. We first
describes the features considered as hints that infer place
categories. We then present the topic modeling method with
two phase classification.

2.1 Personal Behavior Patterns
The basic assumption in the use of personal behavior pat-

terns is that people tend to show similar behavior at places
of same categories. For example, people tend to visit restau-
rant around meal times or they set the phone into silence-
mode in the meeting room. To differentiate type-of-places,
the system should investigate meaningful features at specific
type-of-place across all users.
Mobility Pattern. The underlying assumption in the

use of user trajectories is that the time of day when people
visit certain place categories has a consistent pattern. Intu-
itive examples include a person spending meal times at food-
related places or people are often found at their workplace on
weekdays between 9 to 5. Consider a user’s mobility history
H = (l1, t

a
1 , s1), · · · , (ln, t

a
n, sn), in which tai is the arrival

time and si is the stay-duration at location li. From H, we
extract the residence time history (ta1 , s1), · · · , (t

a
m, sm) at a

specific location lk. Then, the residence-time distribution R

at location lk is a form of a discrete histogram distribution
from the set of residence time Rk = {(tax, sx) | li = lk}. Here,
each histogram bin represents a certain period (e.g., 10 min-
utes) during a single day. We build two sets of residence-time
distributions, one for the weekend and one for weekdays as
suggested in [10]. Figure 1 presents encoded residence-time
distributions on a weekday. Intuitively, participants spent
their nights at home, and they spent work hours at the work-
place. The peaks of R at restaurant/bar are observed around
meal times (12pm) and nighttime (10pm). The result indi-
cates that mobility patterns at different type-of-place are
meaningful features for differentiating type-of-places.
We found that visit frequency and stay duration at places

are reasonable features to differentiate type-of-places. Intu-
itively, people tend to spent a majority of their time and
frequently visits a few major-places (e.g., home and work-
place) [3]. In other words, visit frequency at home or work-
place is significantly larger than frequency at shopping or
restaurant places. We defined visit frequency as the fraction

of visited days to total collection period:
♯ of visit days
♯ of total days
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Figure 2: Boxplot of (a) visit frequency and (b) stay
duration. Box indicates 25%, 50%, and 75% of data,
and whisker indicates 10% and 90%.
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Figure 3: Ratio of stay with (a) call and (b) message.

Figure 2 presents the distribution of visit frequency and stay
duration at different type-of-places in dataset. The result in-
dicates that the visit frequency can be used to extract major
places (i.e., home or workplace) from all places, as shown
in Figure 2(a). Additionally, participants tend to stay for a
longer duration at home or workplace than other places. We
used visit frequency to choose major places in the first phase
(see Section 2.3), and discretized stay duration into 9 bins
(i.e., 15, 30, 60, 90, 120, 240, 360, 600, and 600+ minutes).

Calling and Messaging. We estimated the ratio of
calling and messaging behavior at each place, defined as
♯ of stays with calling or messaging

♯ of total stays at a place
. Here, 0.3 indicates that

participants used calling/messaging 3 times out of 10 times
during visits at a specific place. We found that certain
type-of-places (e.g., others’ workplace or restaurant) may
not elicit calling and messaging behavior, as shown in Fig-
ure 3. The main reason is that people tend to not interact
with their smratphones at those places since these places
are directly connected to specific activities with other people
(e.g., having meeting with co-workers or meal with friends).
We discretized the ratio of calling/message as terms in the
document.

Phone Setting. We expect that people tend to set phone
into silent-mode at specific type-of-places. The dataset in-
dicates that participants used silent-mode at about 40% of
stays at workplace or indoor sports, as shown in Figure 4(a).
Similar to calling/messaging behavior, we estimated the ra-
tio of silent-mode at each place, and generated it into terms
for topic modeling.



H
o
m

e

O
th

e
rs

' 
H

o
m

e

W
o

rk
p
la

c
e

T
ra

n
s
p

o
rt

a
ti
o

n

O
h

te
rs

 W
ro

k
p

la
c
e

O
u

td
o

o
r 

S
p

o
rt

s

In
d

o
o

r 
S

p
o

rt
s

R
e

s
ta

u
ra

n
t/

B
a

r

S
h

o
p

p
in

g
 P

la
c
e

V
a

c
a

ti
o

n
 S

p
o

t

F
ra

c
ti
o

n
 o

f 
s
ta

y
s
 w

it
h

 s
ile

n
t 
s
e

tt
in

g
 (

ra
ti
o
)

0.0

0.1

0.2

0.3

0.4

0.5

Silent

H
o
m

e

O
th

e
rs

' 
H

o
m

e

W
o

rk
p
la

c
e

T
ra

n
s
p

o
rt

a
ti
o

n

O
h

te
rs

 W
ro

k
p

la
c
e

O
u

td
o

o
r 

S
p

o
rt

s

In
d

o
o

r 
S

p
o

rt
s

R
e

s
ta

u
ra

n
t/

B
a

r

S
h

o
p

p
in

g
 P

la
c
e

V
a

c
a

ti
o

n
 S

p
o

t

F
ra

c
ti
o
n
 o

f 
s
ta

y
s
 w

it
h

 p
h
o
n
e
-c

h
a
rg

in
g
 (

ra
ti
o
)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Charging

(a) (b)

Figure 4: Ratio of stay with (a) silent setting and
(b) phone-charging.

2.2 Environmental Features
We explored environmental features of places to estimate

the discrimination power of features. The basic assumption
is that places in the same category have similar infrastruc-
tures or population densities. Intuitive example is that home
places may be equipped with a battery charger or shopping
places are crowded with people.
Charging Opportunity. We expected that private places

(e.g., home or workplace) offers charging opportunity for
smartphone, but people cannot charge their phones at restau-
rants or shopping places. Figure 4(b) clearly shows this ten-
dency. Intuitively, participants charged their smartphone at
home places for about 60% of stays. Participants mainly
charged their smartphones at home, workplace, or vacation
spot. We estimated the ratio of charging opportunity at
each stay behavior of places, and transformed it into terms.
Density of People. We used the number of Bluetooth

(BT) devices scanned at places to infer the density of peo-
ple. The underlying assumption is that the density of public
space (e.g., shopping or workplace) is higher than those of
private space. Figure 5(a) presents the distribution of the
number of BT devices at the different type-of-places. The
shopping place shows the highest number of BT devices be-
cause of crowd-situation while home space shows the small-
est number of BT devices. We descritized the number of BT
devices into 6 bins (i.e., 2, 5, 10, 15, 20, and 20+ devices).
Radio Beacons. The infrastructures at places indicate

the characteristics of type-of-places. With the increasing
usage of wireless network, most workplace or service-places
(e.g., restaurant, bar, or shopping place) set up WiFi APs
for work or service purposes. Figure 5(b) presents the num-
ber of WiFi APs at various type-of-places in the dataset.
The places shared with many people (e.g., workplace, trans-
poration, restaurant/bar, shopping places) contains a larger
number of WiFi APs than private places (e.g., home) or
places for sports. We used 7 bins (i.e., 5, 10, 15, 20, 30, 40,
and 40+ APs) as descritized terms for radio beacons.

2.3 Place Categorization
We chose topic modeling method as a classifier for lever-

aging multi-modal features. Topic modeling is a widely used
statistical model for discovering the abstract topics that oc-
cur in a collection of documents [4]. We employed the La-
beled Latent Dirichlet Allocation (L-LDA) model [7]. L-
LDA is an extension of traditional LDA [1], allowing topic
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Figure 5: Boxplot of (a) number of bluetooth devices
and (b) number of WiFi APs.

models to be trained with labeled documents and multi-
ple labels: the place can have more than one type-of-place.
These characterisitics are appropriate for mobile sensing sce-
nario since two users may consider the same place as dif-
ferent type-of-places. The proposed method estimates the
topic-specific distribution from the labeled places, and infer
the type-of-place in unlabeled places.

We now briefly overview the training process of the L-
LDA model to extract topics (place categories) from col-
lection of documents (places). Topics are learned from the
co-occurance terms in places from the same category. Let
each document d be represented by a tuple consisting of a
list of word indices w(d) = (w1, · · · , wNd

) and a list of bi-

nary topic presence/absence indicators Λ(d) = (p1, · · · , pK)
where each wi ∈ {1, · · · , V } and each pk ∈ {0, 1}. Here
Nd is the document length, V is the size of vocabulary that
includes all classifier terms and user trajectory terms, and
K is the total number of unique labels in the corpus. The
model generates multinomial topic distributions over vocab-
ulary βk = (βk,1, · · · , βk,V )T ∼ Dir(· | η) for each topic k,
from a Dirichlet prior η. The L-LDA model then draws a
multinomial mixture distribution θ(d) over the topics that
correspond to their labels Λ(d). For any document, the fi-
nal topic distribution θ(d) will correspond to the relevance
of the topic within the document. In other words, θ(d) will
indicate the strength of a place category.

We used term frequency-inverse document frequency (tf-
idf) [8] to determine terms that are rare across all places.
In case of personal behavior patterns, we applied tf-idf to
the corpus of each user to preserve the personal character-
istics. We estimate unique behavioral patterns at specific
places within individual data. In case of environmental fea-
tures, we consider the documents of all users as one corpus
to determine unique terms in global spaces.

Two Phases Classification. We designed two phase
classification for differentiating major places and minor places.
We defined major places as the places people spend most of
their times in daily life such as home or workplace. The main
reason of two phases classification is (1) to reduce the num-
ber of categories within a subset of data and (2) to separate
long-length documents (major places) with short-length doc-
uments (minor places). We used the visit frequency to divide
visited places into major and minor places. Then, the classi-
fication problem at first phases considers major places with
three categories: home, workplace, and others. In second
phase, we filtered out places recognized as home or work-



Table 2: Summary of method.

Topic Model Train Set 
1st Phase - 

3 categories 

2nd Phase - 

10 categories 

L-LDA Labeled Data Mobility+Env.* 
Mobility+Env. 

Mobility+Env.+Prsnl.*

LDA
Labeled Data+ 

Unlabeled Data 
Mobility+Env. 

Mobility+Env. 

Mobility+Env.+Prsnl.
* Env: Environmental features, Prsnl: Calling/messaing/phone setting.

Table 3: Confusion matrix at first phase.
Result

Ground truth 
My home My workplace Others

My home (71)* 0.96 0.00 0.04 

My workplace (59) 0.00 0.93 0.07 

Others (9) 0.11 0.11 0.78 
* ( ) indicates a number of places 

place at first phase, and classify the remaining places into
10 place categories.

3. EVALUATION
We submitted five solutions with different settings as shown

in Table 2. Here, we briefly present the performance of
supervised approach using the train dataset since we can-
not evaluate the accuracy of test dataset at current stage.
We used 5-fold cross-validation using labeled data in train
dataset.
Accuracy of First Phase. The first phase focuses on

characterizing of home and workplace among frequently vis-
ited places. We found that mobility pattern (i.e., residence-
time distribution at weekday and weekend) and environmen-
tal features are sufficient to infer home and workplace during
the first phase. We set the threshold of visit frequency as
0.3 to extract frequented places (see Figure 2(a)). The first
phase chose 139 places from labeled data, and it contains 71
homes and 59 workplaces, as shown in Table 3. It contains
6% of other places (i.e., 7 others’ home, 1 outdoor sports, 1
shopping place), and recognized 2 places as home or work-
place. The first phase correctly recognizes 94% of places
since data at home and workplace include unique features.
Accuracy of Second Phase. The second phases infer

10 categories within minor places and places recognized as
‘others’ at first phase. In the second phase, we eliminated
the residence-time distribution at weekend since it does not
show unique characteristics across different type-of-places.
Table 4 present the accuracy of second phase. Among 197
places, 97 place are correctly recognized and the overall ac-
curacy combining the result of first phase is 68%. Consider-
ing the number of classes, the proposed method shows high
accuracy, but the method is still limited for differentiating
similar type-of-places (e.g., my home/others’ home or my
workplace/others’ workplace) or minor places, as shown in
Table 4. Additionally, we expect that the accuracy of test
dataset would be decrease since most places of labeled data
in train set are home and workplace (i.e., 130 of 336 places).

4. CONCLUSION
In this paper, we presented topic-modeling based place

characterzing method to infer type-of-places. We analyzed
various features in data collected by smartphone users, and
explored behavior patterns and environmental features which
are useful to differentiate type-of-places. The method is

Table 4: Confusion matrix at second phase.
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My home 0.73 0.10 0.00 0.00 0.00 0.03 0.00 0.07 0.03 0.03
Others’ home 0.37 0.26 0.03 0.00 0.00 0.14 0.06 0.14 0.00 0.00
My workplace 0.07 0.00 0.71 0.00 0.13 0.00 0.04 0.05 0.00 0.00
Transportation 0.00 0.00 0.00 0.40 0.07 0.13 0.00 0.13 0.27 0.00

Others’ workplace 0.00 0.00 0.20 0.40 0.40 0.00 0.00 0.00 0.00 0.00
Outdoor sports 0.00 0.00 0.05 0.15 0.00 0.25 0.25 0.20 0.05 0.05
Indoor sports 0.00 0.00 0.00 0.00 0.10 0.20 0.50 0.10 0.10 0.00

Restaurant/bar 0.00 0.00 0.10 0.00 0.10 0.20 0.10 0.50 0.00 0.00
Shopping place 0.00 0.00 0.07 0.00 0.20 0.13 0.07 0.27 0.27 0.00
Vacation spot 0.33 0.00 0.00 0.33 0.00 0.33 0.00 0.00 0.00 0.00

built around a topic model based approach to place char-
acterizing. Our results showed that the proposed method
able to automatically classify places into the 10 different
categories with an accuracy of 68%.
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