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Goal: Detecting people attacks and 
intrusion inside security airlocks.

Synthetic Dataset:
● About 80k top-view depth images.
● Generated via Blender using 
MakeHuman models and CMU 
mocap sequences.

● Automatic body landmark 
annotations (head and shoulders).

● Used for training the network.

Real Dataset:
● UNICITY dataset [AVSSW 2018] .
● About 58k top-view depth images.
● Annotations made manually.
● Used for fine tuning and evaluation.

Detection Results: Output of WatchNet for people detection in airlocks using  
top-view depth sensors.

Exp 1: Synthetic and real data for training the network

Proposed method:  Convolutional network 
(WatchNet) to predict the number of people 
in airlocks by detecting body landmarks 
(head and shoulders) and body center.

Exp 2: Comparing WatchNet against other approaches Exp 4: People counting method 

Exp 3: Number of prediction stages

WatchNet:
● Fully convolutional network.
● WatchNet consists of a feature 
extraction module followed by  
three prediction stages.

● Feature extraction computes 
discriminative features that are 
shared to every prediction stage.

● Every prediction stage provides 
confidence maps with the 
location of head and shoulders 
and body center. 

● WatchNet refines predictions 
sequentially adding context and 
previous predictions.

Synthetic Dataset: Real Dataset: UNICITY DatasetDepth-Image Datasets: 
Pipeline to create synthetic depth imagesPipeline to create synthetic depth images ● Five levels of people visibility: invisible, 

difficult, truncated, partial and full.
● Four levels of evaluation:

Level 1: invisible + full
Level 2: invisible + partial + full
Level 3: invisible + truncated + partial + full
Level 4: invisible + difficult + truncated + partial + full
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