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ABSTRACT

In everyday life, eating follows patterns and occurs in context. We present an approach to discover daily eating routines of a population following a multidimensional representation of eating episodes, using data collected with the Bites’n’Bits smartphone app. Our approach integrates multiple contextual cues provided in-situ (food type, time, location, social context, concurrent activities, and motivations) with probabilistic topic models, which discover representative patterns across these contextual dimensions. We show that this approach, when applied on eating episode data for over 120 people and 1200 days, allows describing the main eating routines of the population in meaningful ways. This approach, resulting from a collaboration between ubiquitous computing and nutrition science, can support interdisciplinary work on contextual analytics for promotion of healthy eating.
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1. INTRODUCTION

Understanding patterns of food consumption in everyday life is fundamental to support healthy eating practices. This is critical given the increase of health problems worldwide related to overweight and obesity [20]. As other human activities, eating is structured around routines. Furthermore, eating is influenced by contextual factors including time, location, physical status, and social factors [5]. In nutrition science, research on eating routines has made progress towards understanding what these factors are and how they affect eating behavior [11], using small samples of participants and time-consuming methods to document eating practices, e.g. phone and face-to-face recall interviews. On the other hand, mobile computing has shifted practices in the behavioral sciences for field data collection and analysis. For food research, many mobile diary apps exist with increasingly analysis capabilities [21], [7]. In this paper, we present an approach to discover daily eating routines. Our contributions are the following. First, we build upon the eating episode framework originally proposed in nutrition science [5]. Individual episodes are represented holistically by integrating multiple contextual cues, including food type, time, location, social context, concurrent activities, and motivations. This data is captured through Bites’n’Bits, a mobile sensing app where people document their daily food intake, while context is captured through a combination of manual input and phone sensing [4]. Second, we use probabilistic topic models [6] as a flexible model to extract daily eating routines, where mobile data is used to represent patterns of context at the eating episode level. We show how this framework can extract different kinds of daily routines for 122 university students over 1208 days of daily life. The extracted routines are meaningful and could be used as a module of future tools for promotion of healthy eating.

The paper is organized as follows. We discuss previous work in Section 2. We introduce the Bites’n’Bits smartphone app and data in Section 3. The topic model framework for eating routine discovery is presented in Section 4. We present and discuss the results in Section 5, and conclude with final remarks in Section 6.

2. RELATED WORK

Eating is more than the food we consume. In nutrition science, this was conceptualized by [5] through eating episodes, a framework that resembles how context has been studied in ubiquitous computing [8]. Eating episodes are defined according to eight dimensions, including food/drink type and amount, time, location, social setting, concurrent activities, mental processes...
like motivations, physical condition, and recurrence [8]. This holistic framework was developed to understand how individuals guide their own food choices according to personal and professional constraints. Methodologically, this work used a combination of face-to-face and phone interviews to obtain reports of eating episodes (24-hour recall) through manual transcription and content analysis of interviews. The methodology, while clearly time-consuming for researchers, demonstrated its utility to generate multifaceted descriptions of single eating episodes.

A second development in nutrition science was the eating routine framework [11], which builds upon eating episodes to add the regularity and adaptability of eating over time. Eating routines account for all dimensions of eating episodes in complex co-occurrence patterns. Routines involve the repeated consumption of certain foods in specific contexts (e.g., eating cereal daily in the early morning) or only in subsets of contexts (e.g., eating cereal in the early morning only when at home). They also involve the recurrence of certain contexts with variations of the food eaten (e.g., daily family dinner at 7 pm with a varied menu), and the dynamic adaptation of eating to real life perturbations (e.g., switching family dinner to 5 pm whenever work on one parent ends late). The eating routine framework is attractive for machine learning, as it conceptualizes eating practices as multidimensional sequences, possibly recurrent for individuals and groups of individuals, while allowing for within- and across-subject differences. We show that topic models can discover the eating routines of a population with an app in which instead of lengthy personal interviews about food recall, data is collected in situ by a combination of sensing and active contributions by app users.

In parallel, ubiquitous computing has developed detectors of eating moments, i.e., the ‘when’ and ‘what’ dimensions of an eating episode as defined in [5]. Two motivations have driven this research. The first one is the creation of tools to support in-the-wild research in nutrition, which in addition to recall interview techniques as described previously, has been complemented by food diaries [21], [7]. Recognizing eating moments could reduce human burden and non-compliance involved in food diaries. The second motivation is the development of personal systems to detect eating moments and take actions related to self-monitoring and promotion of behavioral change [1].

State-of-the-art methods for recognition of eating moments include the use of accelerometer and inertial sensors on custom-made devices or smartwatches to capture wrist activity [9], [17], and head activity [2]. These methods perform fine-grained temporal feature extraction and classification, defining the inference task as a binary, eating/non-eating moment classification problem. Other work uses combinations of audio and motion sensors placed on head and hands [14] or computer vision [13] to identify the food type. Recent work has also explored the recognition of the social context of eating during family meals [3], using motion and sound features derived from smartphones and smartwatches. In contrast, we are interested in automatically discovering daily eating routines following the multidimensional representation of eating episodes, including food type, time, location, social context, concurrent activities, and motivations, which are provided by people at the moment of documenting their daily intake through the app. Our work could benefit in the future from the rapid progress on automatic recognition of the various contextual dimensions of eating.

3. THE BITES’N’BITS SMARTPHONE APP

We designed the Bites’n’Bits study, first presented in [4], to collect everyday eating data from a population of Swiss university students, through a smartphone application and a Fitbit Flex device (Figure 1). The app collected eating episodes as conceptualized in [5] for both iOS and Android smartphones. We asked participants to document all food and drink intake during 10 consecutive weekdays (no weekends). This included photos of consumed meals and snacks; a short survey for each meal or snack asking about location, social setting, concurrent activities, motivations for eating (only for snacks); and physical activity measures from the Fitbit wristband. The data was timestamped and geolocalized.

![Figure 1: Top: The Bites’n’Bits app: in-situ collection of eating episodes. Center: Physical activity in the bag-of-words representation. Sedentary and lightly active are the predominant labels. Bottom: Eating occasion types (meals and snacks) in the bag-of-words representation.](image-url)
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People were free to define how to label their own food intake. We used a basic meal vs. snack binary categorization, rather than labels like breakfast, lunch, or dinner, as this construct itself has a contextual component [19], including factors like time and location [12]. For snack eating motivations, we used a shortened version of the Eating Motivation Survey (TEMS) listing motivations for eating (49 items) [15], and asked users to report when a snack was planned, and where/when it was bought. The app was piloted through several iterations to find a tradeoff between user compliance and burden. In the app, users could also report forgotten meals/snacks at any time, and were asked to complete a short end-of-day survey. A day of data collection took on average 30 minutes. Finally, at the time of signup and exit, additional questionnaires were collected for each participant. This included demographic data; a battery of instruments used in nutrition science to characterize food intake frequency, taste preferences, and emotional factors for eating; and a few questions related to overall eating habits and experience with the phone app.

The data collection campaign was run with 122 EPFL students, who had a degree of homogeneity with respect to age (mean: 20.6 years-old, SD:1.69), background (participants were French speaking, with at least five years living in Switzerland), and with no dietary restrictions due to health conditions or eating regimes. Gender was imbalanced (35% female), reflecting the gender distribution of the technical university. The cohort produced a total of 1208 days of reported eating episodes, including 3414 meal episodes, 1034 snack episodes, 5097 photos, and 998 days of physical activity. Details can be found in [4] and https://www.bitesnbits.org. As a point of comparison, the original study on eating episodes and routines [https://www.bitesnbits.org](https://www.bitesnbits.org) involved 42 subjects reporting their intake for seven consecutive days, for a total of 1484 eating/drinking episodes, so the Bites’n’Bits data contains roughly three times more participants and episodes collected in-situ. Finally, in a separate stage, all photos were manually coded using an online tool with respect to 14 food and drink categories (including beverages, bread & cereal, dairy products, eggs, fish, fruits, legumes & starches, meat, pastries, salty snacks, seasoning, sweets, vegetables).

4. PROBABILISTIC TOPIC MODELS TO DISCOVER EATING Routines

4.1 Topic Models

Probabilistic topic models like Latent Dirichlet Allocation (LDA) are generative methods developed for text mining, i.e., to discover latent themes in an unstructured collection of documents based on word co-occurrence [6]. The idea behind LDA is that text documents represented by the standard bag-of-words model are mixtures of topics, i.e., of distributions defined over the dictionary of words available in the document collection. To generate document \( d \) in a collection of \( D \) documents, every word \( w_{dn} \) in the document is produced by first drawing a topic \( z_{dn} \) (from a set of \( K \) possible topics) from a per-document mixture over latent topics \( \theta_d \), and then by sampling the conditional distribution of words for such topic, \( \beta_k \). The joint distribution is:

\[
p(\beta_k, \theta_d, z_{dn}, w_{dn}) = \Pi_{i=1:K} p(\beta_k) \Pi_{i=1:D} p(\theta_d) \Pi_{n=1:N} p(z_{dn} | \theta_d) p(w_{dn} | \beta_k, z_{dn})
\]

This is done via sampling methods or variational methods, which allows estimating the topic distributions and the per-document topic proportions.

In ubiquitous computing, topic models have been used to discover patterns in sequential data. This includes activities like walking or driving from accelerometer data [18], and recurrent patterns of place visits from mobile phone network data [10]. The successful use of LDA to extract routines depends on a careful definition of the different elements of the model. In our case, we first treat days of single users as documents; we then define a number of bag-of-words models in which the contextual cues from eating episodes are treated as the words of a document. Finally, with this definition, topics will correspond to eating routines.

4.2. FROM TOPICS TO EATING ROUTINES

With days in the lives of users as the unit of analysis, a key definition is the bag-of-words model to represent eating episodes in a day. One challenge is that episodes are sparse, as they occur only a few times a day. This is in contrast to other ubicomp datasets for each data is available at higher sampling rates [18].

<table>
<thead>
<tr>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time slots (9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eating occasion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occasion type (2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Where (10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>home; EPFL; student residence; restaurant; etc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>With whom (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>alone; alone in crowd; with someone; with a group</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social link (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>friends; colleagues; partner; family</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What else (18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>commuting; using phone; working; socializing; etc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity level (4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Snacking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of snack (5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Where bought (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bakery; cafeteria; supermarket; snack machine; etc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>When bought (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>now; yesterday; earlier</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>When planned (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>now; yesterday; earlier; routine</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Motivations (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>convenience; habits; health; liking; pleasure; etc.</td>
</tr>
</tbody>
</table>

Figure 2. Contextual data used for the creation of eating occasion words, physical activity words, and snacking words. The number of possible values for each attribute appears in parentheses. All words also include a time slot.
We created a bag model using the data for all eating episodes in a user-day. We first divided the day in 9 timeslots as shown in Figure 2. This choice included typical meal periods: 06:00-08:30, 11:00-13:30, and 18:30-21:00, and other slots for the rest of the day. This time representation helps to compensate for variations in eating behaviors that tend to occur daily at similar times, e.g. “having a meal at 12:40” or “having a meal at 13:00” are considered as similar behaviors. In a second step, we created words by combining the contextual information of each eating occasion with the timeslot information for the different types of data. We defined three bag models that make use of different data types to study the variety of daily representations that can be expressed from eating episodes.

Bag model 1: eating context words. We created words for each eating occasion by concatenating the categorical responses associated to each contextual dimension with their corresponding timeslot. For example, for a snack taking place at 08:35 at EPFL, alone and while working, we created four words: snack-08:30-11:00, alone-08:30-11:00, EPFL-08:30-11:00, and working-08:30-11:00. Note that defining words in this way (instead of creating joint multiple-context words) allows generating documents with more words, which helps with data sparsity. Figure 1 (bottom) illustrates the distribution of meal and snack words for all timeslots. With this procedure, we created a collection of 1208 documents (one for each user-day) and a vocabulary of 250 words. The vocabulary size was reduced after discarding words appearing in less than 10 documents.

Bag model 2: physical activity words. We also created words considering the four physical activity levels estimated by Fitbit (sedentary, lightly active, fairly active, and very active). These values are directly provided by the device, and are available at the minute level. To avoid an explosion in the size of the vocabulary, we processed this data to create words with similar frequency to the eating episodes. First, we assigned an activity level representing each time slot as follows. For each of the 9 time slots, we added up the minutes spent on each activity level, discarding activity levels that lasted less than 15 minutes, and then choosing the activity level that lasted the longest. This procedure was chosen to improve the diversity of physical activity words, as the amount of time spent in sedentary activity in the Bites’n’Bits data is high. Second, we created one physical activity word per timeslot by concatenating the activity level with the corresponding timeslot. Finally, we considered physical activity words only for timeslots for which there was an eating episode. Figure 1 (center) shows the distribution of physical activity level words for all timeslots. Words sedentary<06:00, and sedentary<23:00 were filtered as they typically correspond to sleeping.

Bag model 3: snacking words. We also created additional words from data only available to snacking occasions, including Type of snack, Where-bought, When-bought, When-planned, and Motivations. From the snack photo annotations, we choose the most frequent snacking types categories among the 14 food and drink categories (pastry and sweets (27%), drinks (30%), fruits (17%), bread (6%), and a fifth category for other snacks), to create words. For Where-bought, When-bought, and When-planned, we considered the categorical responses of participants. For Motivations, we used the dimensions of our TEMS-modified survey to create one word per snack motivation.

Inference and model selection. For LDA inference, we used Gibbs sampling for approximate inference. Gibbs sampling requires specifying the parameters $\alpha$ and $\beta$ of the Dirichlet prior distributions (that control the priors for $\theta$ and $\phi$). Many works report using $\alpha=50/K$ and $\beta=0.1$. However, by inspecting the likelihood of the trained models, the perplexity obtained through cross-validation, and the output of the models, we found it appropriate to use smaller $\alpha$ values ($\alpha = 0.5/K$) to modify the mean shape and sparsity of $\theta$ [6]. The motivation for using a lower $\alpha$ is guided by the assumption that days of users are composed of a small number of topics. The number of topics $K$ was set by evaluating the perplexity of the model on held-out data, using cross-validation for a range of values of $K$ and 1000 iterations of Gibbs sampling. This procedure results in a choice of $K = 25$ for bag models 1 and 2, and $K=16$ for bag model 3.

5. RESULTS AND DISCUSSION

We now describe the routines extracted for each of the three bag models (eating context, physical activity, snacking), and discuss the implications and limitations of our work.

5.1 ROUTINES FROM BAG MODEL 1: EATING CONTEXT

By inspecting the most likely words of each topic (i.e., the most likely contextual dimensions), we can describe the main routines emerging from the data. Figure 3 summarizes the learned topic representation, and Figure 4 lists the top-10 most likely words sorted in descending order for three of the topics.

For example, Topic 1 reflects an eating routine of having 3 meals a day at 06:30-08:30, 11:00-13:00, 18:30-21:00, the three of them at home, but with differences regarding the social context (‘alone-social-social’ indicates alone in the morning meal, social in the midday meal, and social in the evening meal; a similar notation is used for the other topics).

Topics vary in the number of timeslots they involve. As shown in Figure 3 (column Timeslots), twelve topics correspond to sequences of three meal occasions at different timeslots. Topics 1, 2, and 3 differ by the specific combination of social setting for the three meals (alone or social), showing that LDA is capable of capturing these contextual differences. In addition, three topics correspond to sequences of two eating occasions at different timeslots: one of them corresponds to two meals, and the other two topics correspond to a mix of meal and snacks. Finally, ten topics correspond to single eating occasions (five for snacks and five for mixed meal and snack).

To further understand the discovered routines, we analyze the structure of the topics by computing the Jensen-Shannon distance between the term distributions of topics, and plotting the PCA decomposition of these differences with LDAVis [16]. Such visualization shows that semantically similar routines are brought together. Second, for each topic we compute the average ranking of the top three words related to each contextual
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dimension as defined in Figure 2. We show these rankings in Figure 5. This procedure allows seeing what contextual dimensions are more relevant for each topic. For instance, for Topic 1 the top rank (i.e., the lowest value) is for Eating Occasion Type (purple bar), while Where (blue bar) and With Whom (green bar) have the same rank.

<table>
<thead>
<tr>
<th>Topic (P(z))</th>
<th>S</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (.07)</td>
<td>3</td>
<td>Meals @ 06:00-08:30, 11:00-13:30 &amp; 18:30-21:00, home / alone-social-social</td>
</tr>
<tr>
<td>2 (.06)</td>
<td>3</td>
<td>Meals @ 06:00-08:30, 11:00-13:30 &amp; 18:30-21:00, home / social-social-social</td>
</tr>
<tr>
<td>3 (.07)</td>
<td>3</td>
<td>Meals @ 06:00-08:30, 11:00-13:30 &amp; 18:30-21:00, home / alone-social-alone</td>
</tr>
</tbody>
</table>
| 11 (.04)     | 3 | Meals @ 08:30-11:00, 11:00-13:30 & 18:30-21:00, student residence / alone-alone-

whereas words related to Where averaged 8.1; With Whom averaged 8.3; With Whom Relationship averaged 12.0; and What Else Activities averaged 8.1. In the case of What Else, re-computing the ranking without considering ‘socializing’ (one of the What Else activities strongly associated to the social setting) gives an average rank of 13.0, showing that concurrent activities themselves do not drive much of the routine decomposition.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Top 10 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>meal@18:30-21:00; socializing@18:30-21:00; meal@06:00-08:30; alone@06:00-08:30; home@06:00-08:30; meal@11:00-13:30; home@18:30-21:00; socializing@11:00-13:30; with friends@11:00-13:30</td>
</tr>
<tr>
<td>17</td>
<td>alone@11:00-13:30; nothing else@11:00-13:30; meal@11:00-13:30; alone@06:00-08:30; home@06:00-08:30; meal@06:00-08:30; home@11:00-13:30; nothing else@06:00-08:30; alone@21:00-23:30; meal@21:00-23:30</td>
</tr>
<tr>
<td>19</td>
<td>student residence@18:30-21:00; student residence@06:00-08:30; meal@18:30-21:00; meal@06:00-08:30; alone@06:00-08:30; meal@11:00-13:30; alone@11:00-13:30; student residence@11:00-13:30; alone@18:30-21:00; nothing else@06:00-08:30</td>
</tr>
</tbody>
</table>

Figure 4. Selected topics and top 10 words per topic for bag model 1 (eating context).

Figure 3. Topics extracted for bag model 1 (eating context). S denotes the number of time slots characteristic of the topic, and P(z) denotes the probability of each LDA topic.

Topics are mostly described by words associated to the Eating Occasion Type (meal or snack), the location (Where), and the social context (With Whom), and less so by words related to With Whom Relationship (olive green bar) or to What Else Activities (red bar). Words related to the Eating Occasion Type averaged 6.0 in the ranking of most likely words across all topics, whereas words related to Where averaged 8.1; With Whom averaged 8.3; With Whom Relationship averaged 12.0; and What Else Activities averaged 8.1. In the case of What Else, re-computing the ranking without considering ‘socializing’ (one of the What Else activities strongly associated to the social setting) gives an average rank of 13.0, showing that concurrent activities themselves do not drive much of the routine decomposition.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Mean rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.2</td>
</tr>
<tr>
<td>2</td>
<td>11.4</td>
</tr>
<tr>
<td>3</td>
<td>12.6</td>
</tr>
<tr>
<td>11</td>
<td>13.0</td>
</tr>
<tr>
<td>17</td>
<td>13.7</td>
</tr>
<tr>
<td>19</td>
<td>13.9</td>
</tr>
</tbody>
</table>

Figure 5. Average ranking of the top-3 words for each contextual dimension for each one of the 25 topics.

The importance of each contextual dimension varies across topics. This result concurs with the key findings in [11] in that eating routines may be driven by few or many contextual dimensions. For example, as shown by combining Figure 3 and Figure 4, Eating Occasion Type words such as meal18:30-21:00,
meal06:00-08:30, or meal11:00-13:30 have an average ranking of 3.3 in Topic 1, indicating that the topic is better described by this contextual dimension, compared to others such as Where or With Whom (both with average ranking 9.0). For Topic 19, words such as student_residence18:30-21:00, student_residence06:00-08:30, and student_residence11:00-13:30 have average ranking of 3.6, compared to Eating Occasion Type words (average ranking 4.3) and With Whom words (average ranking 7).

An attractive aspect of our framework is that individuals can be represented using their topic distribution. Figure 6 shows the ten days of one participant and the topic distribution of the latter and of another participant, obtained by averaging the distributions of topics across all days of each user. The participant on Figure 6 (top) shows consistency as two routines are needed to describe her/his days (Figure 6, center), compared to the participant on Figure 6 (bottom), whose days are represented as a mixture of several topics. To estimate the number of topics required to represent a day (resp. a person), we estimate the minimum number of topics accounting for 0.8 of the probability mass of the distribution associated to that day (resp. person). Figure 7 shows the histogram of topics required to describe all days and people. On average, two topics are needed to describe a day and seven topics to describe a person, respectively. An alternative measure is the entropy of each person. This is a first step towards future longitudinal studies in which the topic representation could be used to examine consistencies or variations of individual routines over longer time.

5.2 ROUTINES FROM BAG MODEL 2: PHYSICAL ACTIVITY

The description of topics for the model that incorporates physical activity to the eating context shows that 21 out of 25 topics are essentially equal to those of bag model 1, with the addition of patterns of light physical activity (not shown for space reasons). The occurrence of light physical activity could correspond to going for meals in campus or commuting time, which many students in the population do via public transportation. All topics show light physical activity; this is not surprising given the statistics of physical activity in Figure 1 (bottom), largely biased towards sedentary or light activity. We hypothesize that weekend periods (in addition to weekdays-only as done in the Bites’n’Bits data) could have resulted in more variability of physical activity to be captured by the topic representation.

5.3 ROUTINES FROM BAG MODEL 3: SNACKING

The topic distribution (K=16) is shown in Figure 8. Topics are organized according to their timeslots, and then by the contextual cues, which include Snack Type, Where-bought, When-bought, When-planned, and Motivations, as described in Section 4, in addition to location and social context. Topics capture the expected timing of snacking: four topics (1, 8, 4, 12) for the mid-afternoon (16:00-18:30); and two topics (2, 3) for the early afternoon (13:30-16:00). There are other topics throughout the day. This is also visible in the temporal snacking statistics in Figure 1 (bottom right), where 16:00-18:30 and 13:30-16:00 are the most common times for snacking, yet other timeslots also contain snacking. Interestingly, the topics do not capture a differentiated pattern regarding the five snack categories defined in Section 4.

Figure 6. (Top): Topic distribution per day for a Bites’n’Bits user over 10 days; probability values are shown in blue. (Center): Topic distribution for the same user. The user is represented by a few routine topics (Bottom): Topic distribution of a second user, whom requires a larger number of topics. The first user displays more routine eating behavior.
Discovering Eating Routines…

Figure 7. Histogram of topics per day (top) and per person (center), and histogram of entropy per person (bottom).

For a given time, topics can capture differences in social context: compare home alone in topic 4 vs. social in topic 8; or the same pattern for topics 5 (social) and 9 (home alone), but for a different time than for topics 4 and 8. Topics 7 and 13 capture a pattern on late snacking at home (after 21:00). On the other hand, Topic 15 captures a pattern of early morning snacking (06:00-08:30). We hypothesize that this could be due to how people chose to label their own intake using context [19], [12]. For instance, some people could have labeled a pastry in this timeslot as breakfast, while other people could have labeled it as a snack.

UbiComp/ISWC’19 Adjunct, September 9-13, 2019, London, UK

Regarding Where-bought, the supermarket option dominates the representation. Regarding When-bought, different patterns are captured for the same timeslot, e.g. bought yesterday in Topic 4 vs. bought now in Topics 1 and 8. With respect to When-planned patterns, we see that the planned_now appears in 11 out of the 12 topics for which planning words are representative. The exception is Topic 12, where planned_routine appears with both bought_yesterday and habits motivation, which suggests a rather different trend.

Finally, regarding motivations, liking is represented in 13 topics; pleasure and health are represented in 5 and 4 topics, respectively; habits is represented in 2 topics; and need and convenience are represented in 1 topic each. Unsurprisingly, for all 5 topics for which pleasure appears as a top word, liking also appears as a top one. Topic 10 includes health with a possible element of planning (bought_yesterday). Finally, a distinct topic is Topic 14, represented mainly by motivations. Overall, these results illustrate the versatility of the topic formulation.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Timeslots &amp; Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16:00-18:30; planned now; bought in supermarket; pleasure; liking; bought now</td>
</tr>
<tr>
<td>8</td>
<td>16:00-18:30; bought in supermarket; liking; planned now; bought now, social</td>
</tr>
<tr>
<td>4</td>
<td>16:00-18:30; alone; bought in supermarket; bought yesterday; planned now; home</td>
</tr>
<tr>
<td>12</td>
<td>16:00-18:30; pleasure; habits; liking; bought yesterday; planned routine</td>
</tr>
<tr>
<td>2</td>
<td>13:30-16:00; planned now; EPFL; liking; bought in supermarket</td>
</tr>
<tr>
<td>3</td>
<td>13:30-16:00; bought in supermarket; bought yesterday; liking; pleasure; health; planned now</td>
</tr>
<tr>
<td>10</td>
<td>08:30-11:00; bought in supermarket; planned now; alone; bought yesterday; health</td>
</tr>
<tr>
<td>6</td>
<td>08:30-11:00; bought in supermarket; planned now; EPFL; liking; bought now</td>
</tr>
<tr>
<td>5</td>
<td>18:30-21:00; liking; bought in supermarket; pleasure, social</td>
</tr>
<tr>
<td>9</td>
<td>18:30-21:00; bought in supermarket; home; planned now; alone; liking</td>
</tr>
<tr>
<td>7</td>
<td>21:00-23:30; liking; bought in supermarket; home; pleasure</td>
</tr>
<tr>
<td>14</td>
<td>21:00-23:30; habits, liking; need; convenience; health</td>
</tr>
<tr>
<td>15</td>
<td>06:00-08:30; liking; bought in supermarket; planned now; bought now; alone</td>
</tr>
<tr>
<td>13</td>
<td>&gt;23:30; alone; home; liking; planned now</td>
</tr>
<tr>
<td>11</td>
<td>11:00-13:30; liking; planned now; bought in supermarket; health; social</td>
</tr>
<tr>
<td>16</td>
<td>11:00-13:30; EPFL; bought earlier; bought in supermarket; social</td>
</tr>
</tbody>
</table>

Figure 8. Summary description of topics extracted for bag model 3 (snacking).
5.4 IMPLICATIONS AND LIMITATIONS
At a time when commercial food diary phone apps are flourishing, (MyFitnessPal, SeeHowYouEat, or MyPlate to name a few), it is pertinent to ask what routine representations can bring in terms of added value. One of the main advantages of the topic model formulation is its inherent interpretability. One could envision a routine representation running on top of individual episodes, offering contextualized information about eating with respect to time, location, social context, and motivations, and supporting users in their reflective and decision-making processes. Importantly, discovering routines requires longitudinal data. We showed that two weeks of data per individual allowed learning basic routine models for the cohort. Individual-based models would require collecting data over longer periods, and thus call for engagement mechanisms, which is a well-known challenge of food diary apps [21], [7].

Regarding limitations of our work, a first one comes from having collected weekday-only data. Weekend periods could have resulted in larger variability of both physical activity (e.g. outdoor sports) and eating practices. We observed that besides indicating light physical activity, the extracted bag model 2 routines were the same as the routines extracted for bag model 1. A second inherent limitation has to do with extracting routines that correspond to university students. This is a main difference with respect to the original studies on eating episodes and eating routines, which researched other adult populations [5] [11]. This said, our methodology is general and we expect it to be applicable to data from diverse populations. Finally, LDA is the simplest model in a family of methods that could infer more detailed aspects. For instance, we could use Hierarchical Dirichlet Processes to estimate automatically the number of routines as part of the learning process, which in LDA is done in a separate step. An empirical comparison of the routines extracted by LDA and other methods would be necessary.

6. CONCLUSIONS
Based on a collaboration between ubiquitous computing and nutrition science, we presented a framework to discover daily eating routines from real-world data collected from 122 university students via the Bites’n’Bits smartphone app. Following a multidimensional representation of eating episodes, including eating occasion type, time, location, social context, concurrent activities, and motivations, LDA was used to extract daily routine patterns for three bag-of-word models: context, context and physical activity, and a contextual description of snacking episodes. The discovered routines are meaningful, consisting of two daily meals and three daily meals at specific time slots, locations, and social context, along with other patterns specialized on snacks or mixed meal/snack consumption. The results illustrate how topic models can help operationalize the extraction of eating routines in a flexible way, appealing to conceptual models of real-life eating behavior from nutrition science, and formalizing everyday eating as a probabilistic mixture of routine patterns, capable of accommodating variations of time and context for days and people. Future work could investigate the use of automatic inference of context from phone sensing to complement or replace some of the manual input needed in our framework; and the application of the framework to larger and more diverse populations, using the same app-in-the-wild strategy.
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