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The ATLAS experiment at the Large Hadron Collider (LHC) has an interaction rate of up to \(10^9 \text{ Hz}\). The trigger must efficiently select interesting events while rejecting the large amount of background. The First Level trigger will reduce this rate to around \(O(75 \text{ kHz})\). Subsequently, the High Level Trigger (HLT), comprising the Second Level trigger and the Event Filter, will reduce this rate by a factor of \(O(10^9)\). Triggering on taus is important for Higgs and SUSY searches at the LHC. In this paper tau trigger selections are presented based on a lepton trigger if the tau decays leptonically or via a dedicated tau hadron trigger if the tau disintegrates semileptonically. We present signal efficiency with the electron trigger using the data sample \(A \rightarrow \tau \tau \rightarrow e\text{hadron}\), and rate studies obtained from the data sample.
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1. Introduction

The Large Hadron Collider (LHC) is expected to start data taking in 2007 at CERN (European Organisation for Nuclear Research). Proton-proton collisions will be produced at a center of mass energy of 14 TeV and design luminosity of $10^{34}$cm$^{-2}$s$^{-1}$.

ATLAS is a multipurpose detector which will have to cover a wide variety of aspects of high energy physics phenomenology: from discovering new physical phenomena to performing precision measurements. In order to achieve this task, the detector is composed of different tracking subdetectors, a solenoid, electromagnetic (e.m.) and hadronic calorimeters, muon subdetectors and a toroid, as well as the Trigger and Data AcQuisition systems (TDAQ)$^1$.

2. The ATLAS Trigger system

(1) The ATLAS Trigger system is organised in three levels. The first level (LVL1) is hardware-based and has to reduce the input rate from 40 MHz to 75 kHz in less than 2.5 $\mu$s. The result of the LVL1 selection contains information about the type of trigger and position of the possible particle candidates that cause the event to be accepted. After a positive LVL1 decision the data are transferred from electronic pipeline memories to distributed buffers in so called Read-Out Systems (ROSs). The second (LVL2) and third (Event Filter -EF-) levels are software based systems running on Linux PC farms. They are referred collectively as High Level Trigger (HLT). They use full granularity data of all detectors and can also combine information from different detectors. The LVL2 accesses a few percent of the total detector data in a Region of Interest (RoI) provided by the LVL1 result by direct network request to the ROSs. This reduces the event rate to about 2 kHz. After a positive LVL2 decision the complete event is assembled and made available to the EF, which has access to the full detector data and the latest calibration and alignment information. Events accepted by the HLT are stored on tape for further analysis. The goal is to achieve an average decision time of 10 ms and 1 s for LVL2 and EF, respectively, although the system could easily scale to accommodate larger execution times if needed.

(2) The HLT selection software$^2$ has been designed with Object Oriented methodology and is implemented in C++. It can run in the LVL2, EF and offline environments. This is possible because the differences between the environments are hidden by well defined interfaces and the same framework
(Athena\textsuperscript{3}) is used.

The HLT selection software is subdivided into four main sub-packages:
(a) The Steering organizes the processing of the HLT algorithms. (b) The Event Data Model (EDM) covers all data entities in the event. (c) The Data Manager provides the means for accessing the event data during the trigger processing. (d) The HLT Algorithms can either reconstruct the event or check hypothesis about previously calculated quantities.

(3) The data access of the HLT algorithms is a fundamental part in the design of the HLT architecture. The HLT algorithm requests data in a RoI using the offline transient data store (Athena Storegate\textsuperscript{4}) as interface and the Region of Interest package, a software component which returns Storegate pointers to the data inside the specified detector geometrical region. These data are in form of C++ objects, convenient for the algorithm (e.g. calorimeter cells which hold energy and position), contrary to the data coming from the detector electronics which is in raw format (i.e. a binary file with the read-out channel information).

3. Tau selection

The selection of taus is important at the LHC for the discovery of new particles. Taus appear in decay modes with significant branching fractions, for example in charged Higgs, in $A \to \tau \tau$ ($A$ being the pseudo-scalar Higgs from the Minimal Supersymmetric Standard Model). In this paper we focus on $A \to \tau \tau \to e \text{ hadron}$ which represents 25\% of the $A \to \tau \tau$ production.

The tau can decay via two modes: leptonically, with one electron or muon in the final state (we only consider here the electron decay); or semileptonically, with hadrons in the final state.

In both cases the HLT selection procedure follows the Region of Interest mechanism. The data request is restricted to a region with different size for the various trigger.

In the case of the tau decaying into an electron, one can use the single isolated electron trigger of ATLAS. At LVL1 calorimeter information is used with a segmentation in trigger towers of 0.1$\times$0.1 in $\Delta \eta \times \Delta \phi$. A cluster is defined with the two most energetic pairs of e.m. towers (adjacent in eta or phi) from the central 2$\times$2 core of the 4$\times$4 window. An isolation cut is applied in the outer region of the 4$\times$4 region and in the hadronic calorimeter. At LVL2, the energy and position measurements obtained at LVL1 are refined; the leakage into the hadronic calorimeter is evaluated and variables related to the shower shape in the e.m. calorimeter are used to perform preliminary particle identification. If a candidate is found to be
consistent with an electron, track reconstruction is performed in the Inner Detector (ID); cluster to track association is done using \((\eta, \phi)\) matching criteria, achieving further rejection against fake candidates; in case the matching was successful, the \(E_T/\mathcal{P}_T\) ratio between the transverse energy measured in the e.m. calorimeter and the transverse momentum of the corresponding ID track is evaluated for particle identification. If the objects under analysis fulfill the required signatures, the event and its LVL2 result are passed to the EF, where more precise clustering algorithms can be performed, and where information on the complete event is available, along with more precise calibrations and alignment constants.

In the case of tau decaying into hadrons one has to use the genuine tau trigger, used in conjunction with missing \(E_T\) at \(\mathcal{P}_T \approx 35\ \text{GeV}\), and standalone for \(\mathcal{P}_T \approx 60\ \text{GeV}\). At LVL1 the cluster is defined from the e.m. towers as in the electron case and in addition, the inner core of the hadronic calorimeter is used. The isolation region is defined from the outer part of the 4x4 window of the e.m. and the hadronic calorimeters. \(E_T\) of the cluster can be higher than for the electron trigger while the applied isolation cut is looser. The selection of LVL2 and EF has as a guidance the offline. In this case, two of the variables with highest rejection power are depicted in Fig. 1. The rejection factor obtained using the whole selection is 200 for an efficiency of 50%. At LVL2 we are using previously considered variables and new quantities imported from the offline. The list is the following: (1) **Total energy** \((E_T)\) calculated in an inner and outer region for the e.m. and the hadronic calorimeters. (2) The **e.m. radius**: energy weighted radius of the cluster calculated in the e.m. calorimeter. The distribution of this variable for the offline is shown in Fig. 1 (left). (3) The **width** in the energy deposition: energy weighted standard deviation in \(\eta\). (4) The **isolation fraction**: fraction of energy deposited in a region of
Figure 2. Efficiency of the electron trigger as a function of the $P_T$ of the electron (red) and as a function of the $P_T$ of the tau (black).

0.1 < $R$ < 0.2. The distribution of this variable for signal and background is also shown in Fig. 1 (right).

4. Results

The sample $A \rightarrow \tau \tau \rightarrow e$ hadron at low luminosity with electronic noise and pile up has been used to calculate efficiencies of the isolated electron trigger as a function of $p_T$ of the electron and of $p_T$ of the $\tau$, normalizing with respect to events having an offline reconstructed electron. This is shown in Fig 2. For the electron case, there is the expected sharp rise between 20 and 30 GeV and the maximum value is \approx 85 \%. These results confirm those obtained in the collaboration for electrons at $p_T = 25$ GeV and extend them to a broader region in $p_T$. For the taus, the slope is much less sharp, the trigger reaches an efficiency plateau for $p_T > 70$ GeV. In the lower $p_T$ region the electron isolated trigger on taus complements with the hadron tau plus missing $E_T$ trigger.

Finally, the HLT rates of two relevant triggers for these studies are estimated using the dijet sample with electronic noise and pile up at low luminosity: for the electron isolated trigger the value is \approx 32 Hz and for the tau and missing $E_T$ trigger the result is \approx 5 Hz.
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