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Abstract—In this paper we present a novel augmented reality
head mounted display user interface for controlling a robotic
wheelchair for people with limited mobility. To lower the cognitive
requirements needed to control the wheelchair, we propose inte-
gration of a smart wheelchair with an eye-tracking enabled head-
mounted display. We propose a novel platform that integrates
multiple user interface interaction methods for aiming at and
selecting affordances derived by on-board perception capabilities
such as laser-scanner readings and cameras. We demonstrate
the effectiveness of the approach by evaluating our platform in
two realistic scenarios: 1) Door detection, where the affordance
corresponds to a Door object and the Go-Through action and 2)
People detection, where the affordance corresponds to a Person
and the Approach action. To the best of our knowledge, this is the
first demonstration of a augmented reality head-mounted display
user interface for controlling a smart wheelchair.

Index terms— Affordances, augmented reality, head

mounted display, smart wheelchairs, user interface.

I. INTRODUCTION

According to the World Health Organisation [1], 15.3 per
cent of the world’s population have a moderate to severe
disability, 93 million of whom are children. Early utilization
of electric wheelchairs for people with mobility limitations
promotes integration and psycho-social development, reduces
passive dependency and enhances participation, function, and
independence [2].

However, controlling a wheelchair can be a cognitively
challenging task for some users [3]. To enable easier control
of wheelchairs, a variety of control interfaces have been
proposed; the most traditional method used is a joystick, but
others including electromyography and/or electroencephalo-
gram signals have also been researched [4]. Yet, most of
these control interfaces use a set of learned and unnatural
commands, such as in the case of a joystick, to interact with the
wheelchair. In contrast, augmented reality (AR) user interfaces
(UIs) exploit the user’s existing abilities, such as speech, hand
gestures and head and eye movements, as a way of interacting
with computers [5]. We seek to reduce the cognitive barriers
associated with smart wheelchair control via Uls that introduce
a more natural interaction. For these reasons, we deem AR Uls
are worth exploring to control smart wheelchairs.
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Figure 1: Virtual Reality User Interface. Composite image
of the visualizations rendered on the user’s view through the
AR headset (1). The affordance Go Through associated with
a door was selected by the user and is shown in green (2).
The affordance approach associated with a person was not
selected and therefore is shown in purple (3). The cursor and
timing bar (4) give feedback to the user during the aiming and
selection stages respectively. Two different aiming methods
can be selected by the user using an on-board menu (5). Some
affordances are saved for future usage (6).

In this paper, we propose to use an AR head-mounted
display (HMD) UI as a new method to tackle the task of con-
trolling a smart wheelchair. For this, we integrated our smart
wheelchair named ARTA! and an AR HMD UI developed for
the Microsoft Hololens. To exploit more of the user’s existing
abilities during the interaction with the smart wheelchair, we
implemented two different methods for aiming at the UI (head-
gaze and eye-gaze) and three different methods for triggering
actions (hand gestures, voice commands and dwell time). In
addition, we integrated an affordance inference algorithm on
our platform that jointly detects the objects and people in the
smart wheelchairs’ surroundings and informs the user about
his/her affordances, i.e. how the detected objects can be used
to accomplish higher level tasks.

We demonstrate the feasibility of the proposed platform
with experiments where the user can control the smart
wheelchair using the AR HMD UI to allow them to go through
doors and approach to other people. A composite image of the
visualizations rendered on the user’s view through the HMD
is shown in Figure 1.

Uhttp://www.imperial.ac.uk/personal-robotics/robots/



II. RELATED WORK

AR Uls exploit the user’s existing abilities as ways of inter-
action with computers. As a result, these interactions are easier
to perform and less demanding in terms of cognitive workload
in comparison with conventional computer systems [5]. For
this reason, we believe that AR Uls are suitable to tackle
the task of controlling a smart wheelchair. Furthermore, given
the variability in user preferences, allowing users to choose
between multiple interaction methods, depending on which
ones are more convenient for them, might help increasing the
system’s acceptability and the amount of potential users.

A. Interaction Techniques for User Interfaces in Virtual Envi-
ronments

Typically, two stages are needed to trigger an action while
interacting with Uls in augmented environments: 1) the aiming
stage, which is the process of positioning a cursor over a
virtual object, and 2) the selection stage, which is the process
of selecting the aimed virtual object.

For the aiming stage, external hand-held controllers have
been proposed. The position and orientation of these con-
trollers are tracked so the user can aim at virtual objects.
However, since the user needs to hold the controllers with their
hands, the hands are unavailable to perform other actions. A
current widely used technique for the aiming stage is head-
gaze. This technique measures the head direction of the users
through a sensor in the AR system and displays a cursor in the
center of the users’ view. The users then need to move their
heads to control this cursor. Finally, eye-gaze is a promising
hands-free interaction technique for the aiming stage and an
active field of research [5], [6], [7]. This technique tracks
the users’ eyes with camera sensors and in combination with
the head direction infers what the eyes are looking at in the
environment.

Eye-gaze has several advantages over head-gaze in aug-
mented environments in terms of speed, task load, required
head movements and user preference [7]. However, the eye-
gaze based aiming technique is reported to affect the spatial
memory of the users, i.e. it is more difficult for the users
to remember the location of the virtual object they interacted
with, therefore making it less convenient for tasks that require
spatial memory [5]. The eye-gaze aiming technique is also
affected by the "Midas touch" problem, i.e. it is difficult to
differentiate between gaze for perception or for user action
[8]. In addition, it might lead to some technical issues, such
as calibration quality and robustness [6], resulting in a limited
application in non-research products.

The selection stage can be done using traditional techniques
such as controller- or button-based selection methods, while
more recent techniques are based on hand-gestures, voice
commands, eye-gaze smooth pursuit [6], and eye-gaze dwell-
time. In the latter, users need to remain aiming at the virtual
object during a predefined amount of time to trigger the action.

In this paper we propose a platform that integrates eye-
gaze and head-gaze techniques for the aiming stage and hand-
gestures, voice commands and dwell-time for the selection
stage. It is important for our platform to be suitable for a

wide variety of scenarios where a single interaction technique
may not be enough.

B. Virtual Reality and Augmented Reality for Smart
Wheelchairs

VR technologies for smart wheelchairs have been restricted
to specific domains, such as simulation [9] and training [10],
[11], [12]. Mobile AR applications have also been researched.
However, they have only been used as a way of giving
additional information to the user, for example using fiducial
markers [13] and beacon technologies [14]. Our lab has
recently presented a novel AR-based interaction scenario, in
which a wheelchair user can become more aware of the smart
wheelchair’s intentions in navigation tasks trough a set of
visualizations provided as feedback [15].

In this paper we enhance the VR/AR interaction to enable
control of the wheelchair. The user is informed about entities
(objects and people) in the wheelchair’s surroundings, but
crucially they are automatically provided with ways to interact
with these objects. Furthermore, we give the users the ability
to control the robots through an AR UI based around the
inferred affordances, i.e. the actions that are possible to be
accomplished with the detected objects and people.

III. AR HMD UI-CONTROLLED AFFORDANCES-AWARE
SMART WHEELCHAIR

A. System description

To present the users of our system with a set of affordances,
we developed a platform that integrates our smart wheelchair
named ARTA, the Microsoft Hololens augmented with an eye
tracking device from Pupil Labs? and an affordance inference
algorithm. This algorithm performs different tasks such as
object detection, currently use to obtain the 2D position of
people in images, and scene mapping for depth perception. In
addition, this algorithm manages the navigation information
coming from the smart wheelchair as door candidates and
going to the smart wheelchair as positions towards which the
user wants to navigate to . The communication between all the
components of this platform is made using Robot Operating
System (ROS) . Our platform is depicted in Figure 2.

For the aiming stage, the user can choose between head-
gaze and eye-gaze methods, only one method can be used at
any given time and the preferred one is selected by using an
on board menu (see Figure 1). The eye-gaze aiming method
also works with gaze stabilization to reduce eye tracking
instabilities and to avoid the loss of targets during blinking.
We applied a histogram filter inspired by [7] to achieve this
stabilization. For the selection stage, the user can choose
between three different methods: 1) hand-gestures, 2) voice
commands and 3) dwell-time. All three selection methods can
be simultaneously applied and the user can select between
options, even alternating between them if preferred.

Our AR UI provides feedback to the user in both the aiming
and selection stages. For instance, a red dot that shows the
user’s gaze position is used as a cursor that changes its color

Zhttps://pupil-labs.com/vr-ar/
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Figure 2: System Architecture. Schematic showing the main
components of the proposed system and how they communi-
cate between each other.

from red to green when an interactive-object (such as a Ul
button) is aimed. In addition, all AR UI buttons change their
color when selected and a timing bar is shown for the dwell-
time selection method. The detected affordances are shown to
the user in the location where the detected object is and using
a small hologram with a text displaying the related actions
that can be performed in each case. An illustration of some
of the UI interaction techniques available in our platform are
shown in Figure 1.

B. Evaluation scenarios

To evaluate our platform we designed two different sce-
narios: 1) door detection where the affordance corresponds
to a Door object and the Go Through action and 2) people
detection where the affordance corresponds to a Person and the
Approach action. In both scenarios, an aiming method selec-
tion menu was placed at a comfortable non-intrusive viewing
angle. The world alignment, i.e. the translation and alignment
between the AR HMD and the wheelchair’s coordinate system,
was performed as described in [15].

Based on the properties and capabilities of our robotic
platform, the algorithm determines what is possible (can be
afforded) in the current environmental context. For example,
the action Go Through is only possible because the smart
wheelchair can move around its surroundings (with some con-
straints usually handled by obstacle avoidance algorithms and
shared control methods) and because an open door is detected
by the affordance inference algorithm using the information
coming from ARTA’s navigation system. Otherwise the action
is not presented to the user. In the case of the Approach action,
it is only possible because the smart wheelchair is capable of
moving around with some restrictions and because at least one
person was detected in the current scene by the affordance
inference algorithm using the information coming from the
object detection algorithm and the depth perception methods to

obtain a 3D position. If a person is not detected, the associated
action is not presented to the user.

1) Door detection: In this evaluation scenario, ARTA’s
navigation system provides door candidate locations by means
of their on-board scanning laser range-finders. These locations
are then handled by our affordance inference algorithm and
translated from the wheelchair’s coordinate system into the
AR HMD coordinate system, where our AR UI shows the
option Go Through to the user in the door’s location if an open
door is detected (see Figure 3(a) for an example). The user can
then select the action Go Through related with the door object.
If this suggested action is selected, our affordance inference
algorithm will send a position back to the wheelchair’s naviga-
tion system (again considering the coordinate transformations
needed between the smart wheelchair and the AR HMD) so
the smart wheelchair can autonomously navigate through the
door. As depth information is inherent to the laser scanning
readings, the spatial mapping capabilities relies completely on
this sensors.

2) People detection: In this second scenario, a camera is
used to detect people. First, our affordance inference algorithm
continuously scans the environment to retrieve depth informa-
tion. This step is automatically performed by the platform and
does not require any intervention from the user. Then, the user
instructs the platform to take a photo of the scene using hand
gestures or voice commands. Next, our affordance inference
algorithm will process the image with an object detection
algorithm and a hologram will be instantiated through the AR
HMD at the detected person’s 3D position. This is done by
combining the 2D location of the person provided by the object
detection algorithm and the depth information obtained in the
first step (where the affordance inference algorithm scans the
scene). A menu displaying the option Approach in the detected
people’s locations are shown to the user (see Figure 3(b)
for an example). If the user selects the Approach option, the
position of the person will be sent to the smart wheelchair’s
navigation system and it will autonomously navigate towards
this position.

To achieve a stable display frame-rate of 60 frames per
second (fps) (recommended frame-rate for mobile VR) while
dealing with long-running image recognition algorithms, we
followed a procedure in which the HMD manages the camera
and the scene analysis requests, such as depth scanning, and
sends frames to a remote computer. This remote computer
processes the frames to detect people and returns a 2D position
to the HMD. The HMD then transforms this 2D position from
the pixel space to the application coordinate system to finally
show a menu with the option Approach in the detected people’s
locations.

For this study, our affordance inference algorithm used
Detectron [16] to perform the object detection task in images.
These algorithms are running on a remote computer as men-
tioned above. For the scene mapping task in this evaluation
scenario, we are currently using the Microsoft Hololens Spatial
Mapping algorithms?.

3https://docs.microsoft.com/en-us/windows/mixed-reality/spatial-mapping,
last consulted on August 5, 2018



(a) Door detection

(b) People detection

Figure 3: Test scenarios. a) Illustration of our door detection
method. b) Illustration of our people detection method.

IV. PRELIMINARY RESULTS

We ran a series of preliminary studies to evaluate the
usability of our novel interface. Each of the two scenarios
described in sub-section III-B have been tested with several
different users in successive versions of the interface. Separate
component evaluations were also performed for each affor-
dance. For example, the door detection tests have included
multiple types of doors, such as wooden-doors and wood-
framed glass-doors. We conducted short interviews after each
experiment to determine how the users perceived our interface,
in terms of flexibility, ease of selection of interface options,
ease of selection of affordances and overall impressions of the
system’s potential. Overall, we received very positive feedback
from our users in terms of ease of use and versatility.

Based on feedback on the first iterations of the interface we
enhanced it with multimodal elements including a) providing
sound feedback when the user takes a photo in the people de-
tection scenario, b) customizing the dwell-time period, among
others. In ongoing work we are optimizing the aesthetics (e.g.
transparency) and placement of various AR UI elements, to
maximize usability while minimizing intrusion, for example
through occlusion of important parts of the scene.

V. CONCLUSIONS AND FUTURE WORK

To our best knowledge, this is the first demonstration of AR
HMD UI control of a smart wheelchair. The tests performed
in two realistic scenarios lead us to believe that there is a
substantial potential applicability of our platform to a variety
of environments such as airports, hospitals, office buildings,

among others. There is also potential to serve a wide variety
of disability types, for example people that can not move
their head but that can move their eyes, or people that does
not have arms but can speak. We expect that the inclusion
of natural methods of interaction (e.g. affordance-based gaze-
driven action selection) as a way to control a smart wheelchair
will lower the demands on the user’s cognitive skills for
performing useful actions, and will further advance the science
of determining optimal user assistance by robots.

In ongoing work we are adding more affordances (objects
and related actions) to our platform. We will also take into
account the user’s surroundings for better placement of the AR
UI elements to avoid occlusion and enhance user experience.
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