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D2.2: Specifications of Biometric
Databases and Systems

Abstract:
This document defines the different biometric databases and systems that will be used

within the TABULA RASA project. The range of biometrics considered includes: 2D
face, 3D face, multi-spectral face, iris, fingerprint, voice, gait, vein and electro-physiology,
in addition to multi-modal biometrics. Since, for any specific biometric, databases and
systems are not necessarily provided by the same partner it is essential that both database
and systems providers share a common understanding of each component. The document
also provides a basis for common evaluation strategies and protocols which will serve to
ensure quality and that all evaluation results may be meaningfully and reliably interpreted.
The same databases and systems described here will furthermore be used for baseline,
spoofing and countermeasure assessements. It is thus critical that formal specifications are
defined.
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1 Introduction

This document details the biometric databases and systems that will be used within the
European Union (EU) 7th Framework Programme (FP7) Small or Medium-Scale Focused
Research Project (STREP) entitled ‘Trusted Biometrics under Spoofing Attacks’ (TAB-
ULA RASA).

Biometrics included within the focus of the project include: 2D face, 3D face, multi-
spectral face, iris, fingerprint, voice, gait, vein and electro-physiology. The project will
also consider various multi-modal biometric combinations. Thus, in addition to specific
databases for mono-modal biometrics, specific multi-modal collections are also required.
This document describes the different databases that were identified through the TABULA
RASA kick-off meeting and first Technical Meeting. Also described are the numerous
biometric systems, including approaches to multi-modal fusion/scoring. In most cases
there is one database and system per biometric, however, in some cases there are either
multiple datasets and/or systems. This is mostly due to the need for compatibility with
multi-modal biometrics for which performance will be compared to their respective mono-
modal counterparts. The selection of standard, large databases, where possible, will help to
ensure quality, statistical significance and that all evaluation results may be meaningfully
and reliably interpreted. It is therefore important that the context of each evaluation is
defined.

This document does not describe any evaluation work, baseline or otherwise. This will
be reported in following deliverables. Evaluation work, both of baseline systems, spoofing
threats and countermeasures will, however, be based upon the same databases and systems
described in this document.

The remainder of this document is organised as follows. Each mono-modal biometric
is first discussed in Sections 2 to 10. ICAO-biometrics1 are described in Sections 2 to 6
whereas non-ICAO biometrics are described in Sections 7 to 10. In each case the database
and corresponding system are described in turn with a common structure. Finally, multi-
modal databases and systems are described in Section 11.

1face, fingerprint and iris biometrics, as per the International Civil Aviation Authority
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2 2D face biometrics

Face recognition is a preferred biometric in identity recognition since it is natural, robust
and non-intrusive. Face recognition aims to uniquely recognise individuals based on their
facial physiological attributes. Unfortunately, the technology does not yet meet all secu-
rity and robustness requirements needed by an authentication system for deployment in
practical situations. In addition to difficulties related to robustness against a wide range
of viewpoints, occlusions, ageing of subjects and complex outdoor lighting, face biometric
techniques have also been shown to be particularly vulnerable to spoofing attacks where a
person tries to masquerade as another one by falsifying data.

In this section, we describe the baseline face database and authentication system that
will be considered in the TABULA RASA project for investigating the performance and
the vulnerabilities of face biometric systems.

2.1 Database

There are several benchmark face databases (e.g. FERET [89], FRGC [2], CMU PIE [91]
etc) and also multi-modal databases (e.g. XM2VTS [87], BANCA [88], BIOSECURE [92]
etc.) that can be used for evaluating face recognition systems. Some of these databases
are publicly available for research purposes while others are not. Below is a description of
some major, publicly available databases.

2.1.1 Existing databases

FERET:
The FERET database [89] consists of a total of 14051 grey-scale face images representing
1199 individuals. The images contain variations in lighting, facial expressions, pose angle
etc. The frontal face images are divided into five sets as follows: fa set, used as a gallery
set, contains frontal images of 1196 people; fb set contains 1195 images of clients who were
asked for an alternative facial expression than in the fa photograph; fc set contains 194
images taken under different lighting conditions. dup I set contains 722 images taken later
in time; and dup II set of 234 images consisting of a subset of the dup I set containing
those images that were taken at least a year after the corresponding gallery image. The
FERET database is widely used in evaluating face recognition methods.

XM2VTS:
The XM2VTS (extended M2VTS) database [87] consists of audio recordings and video
sequences of 295 clients uttering three fixed phrases, two ten-digit sequences and one
seven-word sentence, with two utterances of each phrase, in four sessions taken at one
month interval. Fig. 1 shows examples of face images from XM2VTS database. The main
drawbacks of this database are its limitations to uniform background and controlled illu-
minations. XM2VTS database has been frequently used in the literature for comparison
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of different biometric systems.

BANCA:
The BANCA database [88] consists of audio recordings and video sequences of 208 clients
(half men and half women) recorded in three different scenarios, controlled, degraded and
adverse, over a period of three months. The clients were asked to say a random 12-digit
number, their name, their address and date of birth, during each recording. The BANCA
database was captured in four European languages (English, French, Italian and Spanish)
but only the English part was made publicly available. Both high- and low-quality micro-
phones and cameras were used for recording. The BANCA database provides realistic and
challenging conditions and allows for comparison of different systems with respect to their
robustness.

Although publicly available, the databases described above do not contain realistic
and common environmental variations associated with the usage and performance evalu-
ation of face biometric systems in challenging settings. A suitable database should, for
instance, fulfil the following criteria: it should be publicly available for research purposes,
recorded in natural environments during a long time period, contain a large number of
clients with several recordings (shots) per client, etc. Fortunately, the recently recorded
MOBIO database meets most of the required criteria as it can be used to address several
important issues in face biometrics and enables a fair comparison of future mono-modal
and multi-modal biometric authentication systems. The diverse and challenging nature of
the MOBIO database has motivated its usage in TABULA RASA.

2.1.2 The MOBIO database

Among the most recent face databases is the MOBIO database which was captured on a
challenging acquisition platform (mobile phone), and has a large number of clients captured
over a relatively long time period with many sessions. The diverse and challenging nature
of the MOBIO database makes it a suitable choice for analysing the performance of face
biometric systems. The MOBIO database2 is publicly available for research purposes and
can be downloaded after completing and signing an End User License Agreement (EULA).

The MOBIO database is a publicly available bi-modal (audio and video) database
captured at six different sites across five different countries. The database was captured
in two phases from August 2008 until July 2010 and consists of 150 participants with a
female to male ratio of approximately 1:2 (99 males and 51 females). The database was
recorded using two mobile devices: a mobile phone and a laptop computer (the laptop was
only used to capture part of the first session). In total 12 sessions were captured for each
client: 6 sessions for Phase I and 6 sessions for Phase II. The Phase I data consists of 21
recordings in each session whereas Phase II data consists of 11 recordings. The database
was collected in natural indoor conditions. The recordings were usually made in offices

2https://www.idiap.ch/dataset/mobio
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at the various institutes. However, the same office was not always used. This meant that
the recordings do not have a controlled background and nor is the illumination or acoustic
conditions controlled. In addition to this, the client was free to hold the mobile phone in
a comfortable way which meant that the acoustic quality and pose can vary significantly.

There are many possible protocols that can be used with the MOBIO database. The
main protocol divides the database into three distinct sets: one for training, one for de-
velopment and one for testing. The splitting was done so that each set is composed of the
totality of the recording from two sites. This means that there is no information regarding
the individuals or the conditions for a site between sets. The three sets, training, develop-
ment, and testing, are used in different ways. For the training set the data can be used in
any way deemed appropriate and all of the data is available. The development set can be
used to derive fusion parameters. However, it must at least be used to derive a threshold
that is then applied to the test data. To facilitate this, the development set and the test set
both have the same style of protocol defined for them. The protocol for the development
set and the test set are the same. The first five recordings from the first session are used to
enrol the user. Testing is then conducted on each individual file for sessions two to twelve
(eleven sessions are used for development and for testing) using 15 videos per session from
Phase I and 5 videos per session from Phase II (see Table 1 for a description of the usage of
data for the Testing and Development splits). This leads to five enrolment videos for each
user and 105 test client (positive sample) videos for each user. When producing impostor
scores all the other clients are used. For instance, if in total there were 50 clients then the
other 49 clients would perform an impostor attack.

Development and Testing Splits
Session number Usage Questions to use (number of questions)
Session 1 Enrollment Set questions only (5)
Session 2 Test Scores Free speech only (15)
Session 3 Test Scores Free speech only (15)
Session 4 Test Scores Free speech only (15)
Session 5 Test Scores Free speech only (15)
Session 6 Test Scores Free speech only (15)
Session 7 Test Scores Free speech only (5)
Session 8 Test Scores Free speech only (5)
Session 9 Test Scores Free speech only (5)
Session 10 Test Scores Free speech only (5)
Session 11 Test Scores Free speech only (5)
Session 12 Test Scores Free speech only (5)

Table 1: Table describing the usage of data for the Testing and Development splits of the
MOBIO database.
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2.2 System

Many 2D face recognition methods have been proposed in literature. In order to better gain
insight into the performance and the vulnerabilities of the existing systems, it is suitable to
consider a state-of-the-art method as the baseline system. Among state-of-the-art systems
are those based on local binary patterns (LBPs), developed at the University of Oulu, and
IDIAP’s face verification system combining part-based face representation and Gaussian
Mixture Models (GMMs). IDIAP’s system is chosen to be used as the baseline system for
face authentication in the TABULA RASA project.

2.2.1 Existing systems

Face recognition as a research field has existed for more than 30 years and has been
particularly active since the early 1990s [82]. Researchers from many different fields (from
psychology, pattern recognition, neuroscience, computer graphic and computer vision) have
attempted to create and understand face recognition systems [82]. This has led to many
different methods and techniques in this field. These techniques have often been divided
into two groups (1) holistic matching methods and (2) feature-based matching methods [82].
Holistic approaches use the whole face as one input while feature-based methods extract
multiple features (eye position, nose position, angles between physical features or local
frequency responses) and analyse them separately before fusing the different results [82].

The state-of-the-art for face recognition is currently dominated by two themes: using
parts or partitions of the face (which is often not strictly a feature-based nor a holistic
technique) and the use of Local Binary Patterns (LBPs) [83]. These two themes are
exemplified by the local Gabor binary histogram sequences (LGBPHS) technique [84].
This technique obtains local histograms of LBPs from non-overlapping blocks and then
concatenates these histograms to form a single sequence or feature vector; this can be
considered to be both feature-based and holistic. These two themes are not unique to the
LGBPHS technique, with several other methods making use of them as the basis for their
systems, this includes: region-based LBP histograms [85] with adaptation [86] and feature
distribution modelling of the local discrete Cosine transform (DCT) [93].

2.2.2 Parts-Based Gaussian Mixture Model (PB-GMM)

IDIAP’s face verification system, which combines a part-based face representation and
GMMs, will be used as a baseline system for face authentication.

Parts-based approaches divide the face into blocks, or parts, and treat each block as a
separate observation of the same underlying signal (the face). According to this technique,
a feature vector is obtained from each block by applying the Discrete Cosine Transform
(DCT) and the distribution of these feature vectors is then modelled using GMMs. The
PB-GMM face authentication system consists of three steps: feature extraction, feature
distribution modelling and face verification.
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Feature Extraction
The feature extraction algorithm is described by the following steps. The face is nor-
malised, registered and cropped. This cropped and normalised face is divided into blocks
(parts) and from each block (part) a feature vector is obtained. Each feature vector is
treated as a separate observation of the same underlying signal (in this case the face) and
the distribution of the feature vectors is modelled using GMMs. The feature vectors from
each block are obtained by applying the DCT [93].

Feature Distribution Modelling
Feature distribution modelling is achieved by performing background model adaptation of
GMMs [79, 80]. Background model adaptation first involves the training a world (back-
ground) model Ωworld from a set of faces and then the derivation of client models Ωi

client for
client i by adapting the world model to match the observations of the client. The adapta-
tion is performed using a technique called mean only adaptation [81] as this requires only
few observations to derive a useful approximation for adapting the means of each mixture
component.

Verification
To verify an observation, x, it is scored against both the client (Ωi

client) and world (Ωmodel)
model. The two models, Ωi

client and Ωworld, produce a log-likelihood score which is then
combined using the log-likelihood ratio (LLR),

h(x) = ln(p(x | Ωi
client))− ln(p(x | Ωworld)), (1)

to produce a single score. This score is used to assign the observation to the world class
of faces (not the client) or the client class of faces (it is the client) and consequently a
threshold τ has to be applied to the score h(x) to declare (verify) that x matches to the
ith client model Ωi

client, i.e if h(x) ≥ τ .
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3 3D face biometrics

It is observed that variations in pose, illumination and expression limit the performance of
2D face recognition techniques and, in recent years, 3D face recognition has shown promise
to overcome these challenges [1]. 3D-face recognition will therefore also be considered in
the TABULA RASA project.

3.1 Database

3D capturing processes are becoming cheaper and faster, and for this reason recent works
attempt to solve the problem directly on a 3D face model [1]. Currently there are several
available 3D databases with different specifications. In TABULA RASA a 3D database
which provides sufficient and high quality 3D data is needed.

3.1.1 Existing databases

In fact, there are very few 3D face databases and mostly they contain very little data. In
this section we describe the most important 3D face databases with brief details of their
specifications that were obtained from [1]. All of the databases described here are publicly
available.

The 3D Royal Military Academy (RMA) of Belgium database is a cloud of points
database. Data size is 4000 points and the database contain data from 120 clients (106
male, 14 female). For each client, there are three 3D models. There are no texture images.
For a long time the 3D RMA database has been the only publicly available database,
although its quality is rather low.

SAMPL is a range image type database. Data size is 200*200 from 10 clients. For each
client there are 33 3D models (for 2 sub) and one 3D model (for 8 sub). Texture images
are also provided.

The University of York 1 3D database is another range image type database which
contains data from 97 clients. For each client, there are ten 3D models but there are no
texture images. The University of York 2 3D database is also a range image type database
but, with data from 350 clients, it is significantly larger. For each client there are 15 3D
models but again there are no texture images.

Finally we consider the GavadDB 3D database. It is a tri-mesh database and contains
data from 61 clients (45 male, 16 female). For each client there are 9 3D models but again
no texture images.

As for all biometric databases one of the most important aspects relates to the amount
of data. The Face Recognition Grand Challenge (FRGC) database has a relatively large
number of samples and consists of 50,000 recordings divided into training and validation
partitions [2] making it the largest currently available dataset of 3D faces [3]. Another
important aspect is the quality of the data. The FRGC data corpus contains high resolution
still images taken under controlled lighting conditions and with unstructured illumination,
3D scans and contemporaneously collected still images [2]. Also in the FRGC database 3D

TABULARASA D2.2: page 15 of 83



TABULA RASA [257289] D2.2: Specifications of Biometric Databases and Systems

images consist of both range and texture channels, which is another significant advantage
of this database. When compared to the other databases, due to its advantages, the FRGC
database is more popular, hence in the TABULA RASA project we will also use the FRGC
database for 3D face biometrics.

3.1.2 The FRGC database

To obtain the FRGC data set one should contact the FRGC Liaison at frgc@nist.gov. On
FRGC website [4] it is mentioned that the request must come from a full-time employee
or faculty member of the requesting organisation/university. Furthermore, it is mentioned
that data and software licenses will need to be signed by legal authorities who are approved
to sign such licenses on behalf of the given organisation [4].

Information concerning the specification of the FRGC database is obtained from [2].
For the FRGC database a subject session consists of four controlled still images, two
uncontrolled still images, and one three-dimensional image. The controlled images were
acquired in a studio setting and are full frontal facial images taken under two lighting
conditions (two or three studio lights). Facial expressions are neutral or smiling. The
uncontrolled images were taken in varying illumination conditions. Each set of uncontrolled
images contains two expressions, smiling or neutral. The 3D images were taken under
controlled illumination conditions appropriate for the Vivid 900/910 sensor which is a
structured light sensor that takes a 640×480 range sampled and registered colour image [2].
Subjects stood or were seated approximately 1.5 meters from the sensor.

The database consists of two sets: training and validation. The training set is also
divided into two parts which are a large still training set and a 3D training set. There
is controlled and uncontrolled illumination in the database. There is also 3D data in the
database, which is the reason of choosing the database for our 3D face system.

There are 222 subjects in the large still training set and 466 subjects in the validation
set. The database includes 12, 776 images/videos in the large still training set, with 6,388
controlled still images and 6,388 uncontrolled still images. It includes 943×8 images/videos
in the 3D training set that contains 3D scans, and controlled and uncontrolled still images.
The 3D training set is for training 3D and 3D-to-2D algorithms. The validation set contains
images from 466 subjects collected in 4,007 subject sessions. In the validation set, there
are 4007 × 8 images/videos. Finally, the database contains static and colourful subjects
and consists of single faces. Images are in JPEG format and the resolution is 1704× 2272
or 1200× 1600.

3.2 System

Many criteria can be adopted to compare existing 3D face recognition algorithms by taking
into account the type of problems they address or their intrinsic properties; such as robust-
ness to expressions or sensitiveness to size variation. For example, approaches exploiting a
curvature-based presentation cannot distinguish between two faces of a similar shape, but
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can differentiate between faces of different size. In order to overcome this problem, some
methods are based on point-to-point comparison or on volume approximation.

3.2.1 Existing systems

We analyse the different approaches under 3 main categories: 2D image based, 3D image
based and multi-modal.

2D
The 2D-based methods mainly work on 2D images while being supported by some 3D data.
A first example can be given as the 3D Morphable Models by Blanz and Vetter [5] where
facial variations are synthesised by a morphable model which is a parametric model based
on a vector space representation of faces. Using the proposed method a recognition rate
of 95% on the CMUPIE dataset and 95.9% on the FERET dataset is reported. Another
interesting approach is given by Lu et al. [6] where a 3D model is used to generate various
2D facial images. They performed experiments on a dataset of 10 subjects building 22
synthesized images per subject with different poses, facial expressions and illuminations.
The method achieves a recognition rate of 85%, outperforming methods based on principal
component analysis (PCA) on the same dataset.

3D
Approaches based on 3D data commonly encounter the problem of misalignment. One pos-
sible solution is to use a morphable model for 3D acquisition from a profile and a frontal
view image [7]. In another approach an Iterative Closest Point (ICP) algorithm is often
used to align facial surfaces. In [8] ICP is utilised to establish correspondences between 3D
faces which are then compared by using GMM. A recognition rate of 97.33% is reported
on the 3D RMA database. ICP-based methods treat the 3D shape of the face as a rigid
object. Segmentation processes are proposed to treat the face recognition problem as a
non-rigid object recognition problem to improve robustness to variations in facial expres-
sion. Chua et al. [9] exploit ‘rigid’ facial regions such as the nose, eye sockets and forehead
by using a Point Signature two-by-two comparison which achieves a recognition rate of
100% on a dataset of 6 subjects and 4 facial expressions. In another approach, 3D facial
data is treated as a cloud of points and PCA is applied to determine new axes that best
summarise the variance across the vertices [10]. A recognition rate of 100% is claimed to
be reached on a dataset of 222 range images of 37 subjects with different facial expressions.

Multi-modal
Multi-modal methods are based on both 2D and 3D data. In [11], PCA is separately
performed on intensity and range images and experiments conducted on a dataset of 275
subjects. A recognition rate of 89.5% is reported for the intensity images, 92.8% for range
images and 98.8% for the combined solution. Papatheodorou and Rueckert [12] proposed
a 4D registration method based on ICP by adding textural information.
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3.2.2 3D Face system

The 3D face recognition system to be used for the baseline evaluations was developed in
the Multimedia Image Group, EURECOM. In summary it introduces a sparser represen-
tation for the dense 3D facial scans and hence makes the comparison step much easier for
recognition.

In order to remove the ‘common’ face shape information a generic face is first warped
using the Thin Plate Spline (TPS) method for each 3D scan. 15 fiducial points are assumed
to be available for each face. Before starting the warping step the generic face is aligned
and scaled to each face firstly based on these 15 points only. Afterwards it is coarsely
warped to make the two surfaces as close as possible. 141 more point-pairs are obtained
assuming that the two surfaces are in a sufficiently good alignment and the correspondences
are found as the closest vertices. Finally, the generic face is warped based on total 156
point-pairs and, as a result, each 3D face model can be represented with the 3D vector of
size 156 × 3 which is obtained from the warping parameters in x, y and z directions for
each control point.

In order to measure the similarity (distance is more appropriate for our case) between
facial surfaces, the angle between the two warping vectors and the difference between their
magnitudes and angles for each point are calculated. This results in two distance vectors
of size 156 × 1 for each compared face pair. A weighted sum of their central tendency is
utilised for matching which is based on the nearest neighbour approach.
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4 Multi-spectral face biometrics

In order to circumvent nuisance factors such as pose, illumination, occlusion, and facial
expression, all of which are common in realistic scenarios, the research community has
proposed not only the use of 3D face images, but also the use of face images acquired from
the non-visible spectrum. The infrared spectral band has become the most used due to
several advantages: radiation which is harmless to health, good-quality images, improved
sensitivity, low-cost cameras, etc. Furthermore, the infrared band is a wide spectral region
that, using adequate filters, provides images with different characteristics. The millimetre-
waves spectral range has also been proposed but not so much research work has been
developed with images acquired at such frequencies.

4.1 Database

Currently, several face databases have been captured at various spectral ranges within the
visible (VIS) and infrared (IR) bands. Some of them are presented bellow together with
the HFB database.

4.1.1 Existing databases

EQUINOX HID (Human Identification at a Distance)
The EQUINOX HID database [95] was collected by Equinox Corporation under DARPA’s
HumanID program. It contains images in the following modalities: co-registered broadband-
visible/LWIR (Long Wave Infrared: 8-12 microns), MWIR (Medium Wave Infrared: 3-5
microns), SWIR (Short Wave Infrared: 0.9-1.7 microns). The database consists of over
25000 frames from 91 distinct subjects. Unfortunately this database is no longer available.

The University of Notre Dame Database
This database [96, 97] has a large collection of visible and thermal facial images acquired
with a time-gap. It consists of 2294 images acquired from 63 subjects during 9 different
sessions under specific lighting (a central light turned off, all lights on) and facial expres-
sion conditions (neutral expression, smiling expression). The number of users in this case
is quite small.

UH (University of Houston) Database
This database [97] contains thermal facial images of varying expressions and poses from
300 subjects. The images were captured using a high quality Mid-Wave Infra-Red (MWIR)
camera. In spite of the high number of subjects, this database presents an important dis-
advantage: it contains images acquired at only one spectral range.

WVUM (West Virgina University Multi-spectral) Face Database
This database [98] consists of VIS and SWIR face images of 50 subjects. Ten types of
image were acquired from each subject: one at VIS and nine at IR spectrum (one with no
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filter and eight using band pass filters at different wavelengths). For the SWIR part of the
database the face images were acquired with different poses (frontal, left and right). This
database would be a good candidate if it contained more subjects.

PolyU NIR Face Database
The Hong Kong Polytechnic University Near Infrared Database [99] contains NIR normal
face images and images with expression, pose and scaling variation from 335 subjects. For
multi-spectral face recognition research images acquired from at least two spectral bands
are needed, however this database only contains images acquired at NIR.

PolyU-HSFD Face Database
The Hong Kong Polytechnic University Hyper-spectral Face Database [100] includes 300
hyper-spectral image cubes from 25 volunteers with an age range from 21 to 33. For each
individual, several sessions were collected. Each session consists of three hyper-spectral
cubes: frontal, right and left views with neutral-expression. The spectral range is from
400nm to 720nm with a step length of 10nm, producing 33 bands in all. Again the number
of users is very small.

All the previous face databases include only one or two types of images acquired from
IR and/or VIS spectrums. Furthermore, the number of subjects in most of the presented
databases is small. The CASIA HFB (Heterogeneous Face Biometrics) database has a
considerable amount of users (100) and, in addition to IR and VIS face images, it contains
3D images, which are a topographic map of the face. These different image types are said
to be heterogeneous because their formation principles are different. This heterogeneity
enables the design of a robust face biometric recognition system, offering new challenges
at the same time.

4.1.2 The HFB database

To obtain the HFB dataset one should follow the instructions from the Center for Biomet-
rics and Security Research website3. Specifications of version 1 of the HFB database are
obtained from [101].

Images corresponding to the VIS spectrum were acquired using a Canon A640 Camera
with an image resolution of 640×480. Four frontal images with neutral and smile expression
(or with or without glasses) at two different distances were captured.

A home-made device was used to acquire the images in the NIR band. For this acqui-
sition NIR LEDs of 850nm were used as an active lighting source and a long pass optical
filter was needed to cut off visible light, while allowing most of the 850nm light to pass.
Again, the images were captured with different facial expressions and at different distances,
having an image resolution of 640× 480.

The 3D images were obtained using a Minolta Vivid 910 laser scanner, which provides

3http://www.cbsr.ia.ac.cn/english/Databases.asp
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the depth (z) of every point in the plane (x, y) of the face. Optimal environmental
conditions were set in order to obtain good quality 3D images (black background, no hair
on the face, etc.).

The HFB data corpus contains images from 100 subjects: 57 males and 43 females.
Four images at VIS, four at NIR and 1 or 2 3D images were acquired per subject. For the
3D faces there are two face images per subject for 92 subjects and only one per subject for
the remaining 8 subjects. This results in a total of 992 images from 100 subjects.

The first release of version 1 of the HFB database includes: (i) raw images in JPEG
format for VIS and NIR and wrl format for 3D images, (ii) the processed 3D faces, (iii) the
eye coordinates of the three types of images manually labelled, and (iv) cropped versions
of the raw images, in two sizes: 32 × 32 and 128 × 128 (this was done base on the eye
coordinates).

4.2 System

Different systems have been developed in multi-spectral face recognition depending on the
particular application considered. One of the most popular cases is the matching between
different spectral bands or modalities, which is referred to as heterogeneous face biometrics
(HFB), such as between visual face images and NIR, or between 3D and NIR [101].

4.2.1 Existing systems

The main characteristic of systems based on HFB is the fact that direct appearance based
matching is no longer appropriate to solve the problem, and a method to normalise the
images from the different spectral bands or modalities is needed. Different approaches have
been proposed. A system based on canonical correlation analysis (CCA) was proposed in
[102] for NIR-VIS face image matching. Then, dimensionality was reduced using principal
component analysis (PCA) and linear discriminant analysis (LDA). Recognition results
obtained with LDA-CCA were much better than those without applying CCA.

In [103], using the data from the Multiple Biometric Grand Challenge (MBGC) portal
challenge where NIR face videos are used as the probe set and VIS images in the target
set, Laplacian of Gaussian (LoG) features were extracted and a non-learning based method
was proposed. Results were compared to those obtained by other methods such as PCA or
LDA in combination with CCA obtaining very significant improvements in performance.

In [104], Difference-of-Gaussian (DoG) pre-processing filtering was adopted to obtain
a normalised appearance for all heterogeneous faces. Then, multi-scale block local binary
pattern (LBP) was applied to encode the local image structures in the transformed domain,
and further learn the most discriminant local features for recognition. Experiments show
that the proposed method significantly outperforms existing ones in matching between VIS
and NIR face images. The verification rate of this proposed method at 0.1% false alarm
rate (FAR) is 67.5%, and 87.5% at 1% FAR.
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4.2.2 The multi-spectral face system

From the existing systems for multi-spectral face recognition, the one to be used for the
baseline evaluations is similar to the system described in [104]. DoG filtering and LBP is
applied to normalise the face images from different spectral bands.

In the pre-processing stage, Difference-of-Gaussian (DoG) is applied to the raw im-
ages (VIS, NIR and 3D) to normalise the appearance. Also, DoG filtering helps to reduce
illumination variation, image noise and aliasing, while preserving enough details for recog-
nition. Then, the Local Binary Pattern (LBP) approach is used to learn discriminant local
structures for further recognition. The database is divided into a training set and a test
set. There is no intersection for both face images and persons between training and test
sets in order to construct an open-set test protocol. Linear Discriminant Analysis (LDA)
is applied on the training set to construct a universal subspace. This transformation is ap-
plied to the images in the test set before matching. Thanks to the richness of the database,
different matching configurations such as VIS-NIR, VIS-3D or NIR-3D can be studied.
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5 Iris biometrics

With fast development of iris image acquisition technology, iris recognition is expected
to play a strong role in the future of biometric technology, with wide application areas
in national ID cards, banking, e-commerce, welfare distribution, biometric passports and
forensics, etc. Since the 1990s iris image processing and analysis research has achieved great
progress. However, performance of iris recognition systems in unconstrained environments
is still far from perfect. Iris localisation, nonlinear normalisation, occlusion segmentation,
liveness detection, large-scale identification and many other research issues all need further
investigation.

5.1 Database

Currently, several iris databases have been captured. Some of them are presented below
together with the CASIAv3 database.

5.1.1 Existing databases

MBGC (Multiple Biometric Grand Challenge) is a project with the goal to investigate,
test and improve performance of face and iris recognition technology [94]. Among the
technology development areas within the MBGC, the MBGC portal challenge database
provides Near Infrared (NIR) iris still images and videos.

The iris image datasets used in the Iris Challenge Evaluations (ICE) in 2005 and
2006 [105] were acquired at the University of Notre Dame and contains iris images of
a wide range of quality, including some off-axis images. Both databases are currently avail-
able. One unusual aspect of these images is that the intensity values are automatically
contrast-stretched by the LG 2200 to use 171 grey levels between 0 and 255.

The Multimedia University has released two iris databases. The MMU1 iris database [106]
is comprised of a total number of 450 iris images which were collected using a LG IrisAc-
cess2200 semi-automated camera and operating at the range of 7-25 cm from the user to
the camera. On the other hand, the MMU2 iris database is comprised of 995 iris images
collected using a Panasonic BM-ET100US Authenticam with an operating range of 47-53
cm away from the user. These iris images are contributed by 100 volunteers of different
age and nationality. Each of them contributes 5 iris images for each eye.

The UBIRIS.v1 database (2004) [107] is comprised of 1877 images collected from 241
persons in two distinct sessions. This database incorporates images with several noise
factors, simulating less constrained image acquisition environments. This enables the eval-
uation of the robustness of iris recognition methods. A new version of this database,
UBIRIS.v2 (2006) [108], was collected under non-constrained conditions (at-a-distance,
on-the-move and on the visible wavelength), with corresponding more realistic noise fac-
tors. The major purpose of the UBIRIS.v2 database is to constitute a new tool to evaluate
the feasibility of visible wavelength iris recognition under far-from-ideal imaging condi-
tions. In this scope, the various types of non-ideal images, imaging distances, subject
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perspectives and lighting conditions existing on this database could be of strong utility in
the specification of the visible wavelength iris recognition feasibility and constraints.

The BATH iris database [109] was designed to obtain very high quality iris images. The
initial objective was to capture 20 images from each eye of 800 subjects. The commercially
available database is now twice this size. A majority of the database is comprised of
students from 100 different countries and staff from the University of Bath. The images
are of a very high quality taken with a professional Machine Vision Camera with infrared
illumination and a consistent image capture setup.

The BioSecure database [110] is a multi-modal database which includes data from
face, voice, iris, fingerprint, hand and signature modalities, within the framework of three
datasets corresponding to real multi-modal, multi-session and multi-environment situa-
tions. Moreover, in order to increase the representativeness of the database, BioSecure
participants agreed to collect the above mentioned data in a variety of sites (11 at the end)
involving a number of countries spread over Europe. The iris database contains data from
210 persons in two sessions in which two images where taken per eye. Further details of
the BioSecure database are given in Sections 6 and 11.

5.1.2 The CASIA-IrisV3 database

The Chinese Academy of Sciences (CASIA) Iris Image Database V3.0 (or CASIA-IrisV3 for
short) covers a variety of iris capture situations, labelled as CASIA-Iris-Interval, CASIA-
Iris-Lamp, or CASIA-Iris-Twins. It is publically available and can be obtained from the
Center for Biometrics and Security Research website4. It will be used for baseline experi-
ments.

CASIA-IrisV3 contains a total of 22,034 iris images from more than 700 subjects. All
iris images are 8 bit grey-level JPEG files, collected under near infrared illumination.
Almost all subjects are Chinese except a few in CASIA-Iris-Interval. The three data sets
were collected at different times in which CASIA-Iris-Interval and CASIA-Iris-Lamp have
a small overlap in subjects.

Iris images of CASIA-Iris-Interval were captured with our self-developed close-up iris
camera. The most compelling feature of our iris camera is that we have designed a circular
NIR LED array, with suitable luminous flux for iris imaging. Because of this novel design,
our iris camera can capture very clear iris images. CASIA-Iris-Interval is well-suited to
study the detailed textual features of iris images.

CASIA-Iris-Lamp was collected using a hand-held iris sensor produced by OKI. A lamp
was turned on/off close to the subject to introduce more intra-class variations. Elastic
deformation of iris texture due to pupil expansion and contraction under different illumi-
nation conditions is one of the most common and challenging issues in iris recognition. So
CASIA-Iris-Lamp is good for studying problems of non-linear iris normalisation and robust
iris feature representation.

CASIA-Iris-Twins contains iris images of 100 pairs of twins which were collected during

4http://www.cbsr.ia.ac.cn/IrisDatabase.htm
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the Annual Twins Festival in Beijing using OKI’s IRISPASS-h camera. The iris is usually
regarded as a kind of phenotypic biometric characteristics and, as such, even twins should
have their unique iris patterns. It is thus interesting to study the similarity and dissimilarity
between iris images of twins.

The unique filename of each image in CASIA-IrisV3 denotes some useful properties
associated with the image such as subset category, left/right/double, subject ID, class ID,
image ID etc.

5.2 System

Iris recognition has become a popular research topic in recent years. Due to its reliability
and nearly perfect recognition rates, iris recognition is used in high security areas. A
literature review of the most prominent developed algorithms is showed below.

5.2.1 Existing systems

Looking at different approaches to analysing the texture of the iris has perhaps been
the most popular area of research in iris biometrics. One body of work effectively looks
at using something other than a Gabor filter to produce a binary representation similar
to Daugman’s iris code. Many different filters have been suggested for use in feature
extraction. Sun et al. [111] use a Gaussian filter. Here the gradient vector field of an
iris image is convolved with a Gaussian filter, yielding a local orientation at each pixel in
the unwrapped template. They quantise the angle into six bins. This method was tested
using an internal CASIA dataset of 2,255 images obtaining an overall recognition rate of
100%. Another interesting approach with very good results is given by Monro et al. [112]
where the discrete cosine transform is used for feature extraction. They apply the DCT
to overlapping rectangular image patches rotated 45 degrees from the radial axis. The
differences between the DCT coeffcients of adjacent patch vectors are then calculated and
a binary code is generated from their zero crossings. In order to increase the speed of
the matching, the three most discriminating binarized DCT coeffcients are kept, and the
remaining coeffcients are discarded.

Another body of work looks at using different types of filters to represent the iris
texture with a real-valued feature vector. Ma et al. [113] use a variant of the Gabor
filter at two scales to analyse the iris texture. They use Fisher’s linear discriminant to
reduce the original 1,536 features from the Gabor filters to a feature vector of size 200.
Their experimental results show that the proposed method performs nearly as well as their
implementation of Daugman’s algorithm, and is a statistically significant improvement
over other algorithms they use for comparison. The experimental results shown a correct
recognition rate of 94.33% across the 2245 images of CASIA database.

A smaller body of work looks at combinations of these two general categories of ap-
proach. Here, it is important note the work of Hollingsworth et al. [114] where they acquire
multiple iris codes from the same eye and evaluate which bits are the most consistent bits
in the iris code. They suggest masking the inconsistent bits in the iris code to improve

TABULARASA D2.2: page 25 of 83



TABULA RASA [257289] D2.2: Specifications of Biometric Databases and Systems

performance reaching equal error rates (EERs) of 0.068% under different subsets selected
from the ICE database using still images and video recordings.

5.2.2 The iris recognition system

The iris recognition system to be used for the baseline evaluations was developed by
L.M̃asek [115, 116]. The system basically inputs an eye image, and outputs a binary
biometric template and it is based on the Hamming distance between templates. The
system consists of the following sequence of steps that are described next: segmentation,
normalisation, encoding and matching.

Segmentation and Normalisation
For the iris segmentation task, the system uses a circular Hough transform in order to
detect the iris and pupil boundaries. Iris boundaries are modelled as two concentric cir-
cles. The range of search radius values is set manually. A maximum value is also imposed
to the distance between the circle’s centre. An eyelids and eyelashes removal step is also
performed in the system. Eyelids are isolated first by fitting a line to the upper and lower
eyelid using the linear Hough transform. Eyelash isolation is then performed by histogram
thresholding. For normalisation of iris regions, a technique based on Daugman’s rubber
sheet model is employed. The centre of the pupil is considered as the reference point, and
radial vectors pass through the iris region. Since the pupil can be non-concentric to the
iris, a remapping formula for rescale points depending on the angle around the circle is
used. Normalisation produces a 2D array with horizontal dimensions of angular resolution
and vertical dimensions of radial resolution, in addition to another 2D noise mask array
for marking reflections, eyelashes, and eyelids detected in the segmentation stage.

Feature Encoding and Matching
Feature encoding is implemented by convolving the normalised iris pattern with ID Log-
Gabor wavelets. The 2D normalised pattern is broken up into a number of ID signals,
and then these ID signals are convolved with ID Gabor wavelets. The rows of the 2D
normalised pattern are taken as the ID signal, each row corresponds to a circular ring
on the iris region. It uses the angular direction since maximum independence occurs in
this direction [116]. The output of filtering is then phase quantised to four levels using
the Daugman method [117], with each filtering producing two bits of data. The output
of phase quantisation is a grey code, so that when going from one quadrant to another,
only 1 bit changes. This will minimise the number of bits disagreeing, if say two intra-class
patterns are slightly misaligned, and thus will provide more accurate recognition [116]. The
encoding process produces a bit-wise template containing a number of bits of information,
and a corresponding noise mask which represents corrupt areas within the iris pattern.

For matching, the Hamming distance (HD) is chosen as a metric for recognition, since
bit-wise comparisons are necessary. The Hamming distance employed incorporates noise
masking, so that only significant bits are used in calculating the Hamming distance between
two iris templates. In order to account for rotational inconsistencies, when the Hamming
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distance of two templates is calculated, one template is shifted left and right bit-wise and a
number of Hamming distance values is calculated from successive shifts [117]. This method
corrects for misalignments in the normalised iris pattern caused by rotational differences
during imaging. From the calculated distance values, the lowest one is taken.
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6 Fingerprint biometrics

Fingerprint biometrics is one of the most developed biometric technologies, with multi-
ple commercial products and adequate performance levels for applications such as physi-
cal access control, given that the population considered and the acquisition scenario are
controlled and well behaved. These solutions can be nevertheless inefficient or even im-
practicable when confronted with the varying quality of data encountered in some appli-
cations such as forensics in realistic scenarios, where latent fingerprints with low quality
and partial data are usually encountered. The main focus of the TABULA RASA project
regarding fingerprint biometrics is on evaluating state-of-the-art commercial systems on
controlled data, evaluating its vulnerabilities, and finally developing adequate countermea-
sures against those vulnerabilities. The application of automated fingerprint biometrics in
forensics with latent data is out of the scope of the project.

6.1 Database

Due to the large variety in existing sensors of different technologies, the acquisition process
for fingerprints is relatively cheap, easy and fast. This has resulted, in the last few years,
in the collection of multiple fingerprint datasets, most of them comprised in larger multi-
modal databases containing as well other biometric traits.

6.1.1 Existing databases

As mentioned above, most of the fingerprint corpora currently available are part of larger
multi-modal databases which are the result of collaborative efforts in recent research
projects. Examples of these joint efforts include previous European projects such as
BioSec [20] or the BioSecure Network of Excellence [21] in addition to national projects
such as the Spanish Ministerio de Ciencia y Tecnoloǵıa (MCYT) [25] or BioSecureID [19]
databases.

Apart from the fingerprint datasets included in multi-modal databases, other efforts
have been directly conducted to the acquisition of just fingerprint data, from which we
highlight the datasets used in the series of Fingerprint Verification Competitions (FVCs)
in 2000, 2002, 2004, and 2006.

6.1.2 The BioSecure DS2 Fingerprint database

The acquisition of the BioSecure Multi-modal Database (BMDB) was jointly conducted
by 11 European institutions participating in the BioSecure Network of Excellence. In
the fingerprint related activities addressed in TABULA RASA the fingerprint sub-corpus
comprised in the dataset 2 of the BMDB will be used. This sub-corpus presents several
characteristics which do not possess the other fingerprint datasets available nowadays, and
which make it specially suited for the performance and security objectives defined within
the TABULA RASA project:
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Users Fingers Hands Samples/finger Total Samples/Session
667 Thumb/Index/Middle (3) Rigth/Left (2) 2 667× 3× 2× 2 = 8004

Table 2: A summary of the fingerprint data characteristics in BMDB.

• Size: the BMDB dataset comprises fingerprint data from over 650 users.

• Compatibility: it is fully compatible, in terms of sensors used and protocols followed,
with other large, multi-modal databases such as BioSec [20] or BioSecureID [19].

• Multi-modality: compared to other popular, mono-modal fingerprint benchmarks
such as the datasets used in the series of FVC competitions, the use of the BMDB
permits to perform real multi-modal fusion with other traits such as iris or face (also
relevant for TABULA RASA).

• Coverage: the BMDB was designed to be representative of the population that would
make possible use of biometric systems. Thus, it presents both a balanced gender
distribution (around 45%-55% of women/men), and also a balanced age distribution:
about 40% of the subjects present in the database are between 18 and 25 years old,
20-25% are between 25 and 35, 20% are between 35-50 years old, and the remaining
15-20% are above 50.

The BioSecure Multi-modal DB is publicly available through the BioSecure Founda-
tion5. It comprises three different datasets acquired under different scenarios, namely:
i) DS1, acquired over the Internet under unsupervised conditions, ii) DS2, acquired in an
office-like environment using a standard PC and a number of commercial sensors under the
guidance of a human supervisor, and iii) DS3, acquired using a mobile portable hardware
under two acquisition conditions: indoor and outdoor.

For the fingerprint related activities of the TABULA RASA project, we will use the fin-
gerprint sub-corpus comprised within DS2 and captured with the optical sensor Biometrika
FX2000. This sub-corpus was captured in two separate acquisition sessions. The data
available for each session is summarised in Table 2. The data is stored as bmp images
of 296 × 560 pixels captured at a resolution of 569 dpi. Further details are presented in
Section 11.

6.2 Systems

As the market leading biometric many different fingerprint recognition systems have been
proposed in the literature. From a general point of view all of them may be included in one
of these three categories: i) correlation-based, ii) minutiae-based, or iii) based on features
of the ridge pattern.

5http://biosecure.it-sudparis.eu/AB/
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6.2.1 Existing systems

Correlation-based methods
These systems compute and maximise the cross correlation between pixels of the stored
and input samples. As an effect of the displacement and the rotation that exists between
samples of the same fingerprint, the similarity cannot be computed by simply evaluating
the correlation but it has to be maximised for different vertical and horizontal offsets of
the fingerprint, and for different rotations. These operations entail a huge computational
cost and, except for very good quality samples, these methods do not present in general
comparable results to those obtained with the other two types of approaches. Different
algorithms have been developed that are able to substantially decrease the computational
cost of the matching process by computing the local correlation at specific areas of the
fingerprint such as the core, or close to very good quality minutiae points. However, none
of these techniques provide a clear performance improvement over the general method.

Minutiae-based methods
This is the most popular and widely used technique as it presents the best performance
results, and is the basis of the fingerprint comparison made by fingerprint examiners.
Minutiae are extracted from the two fingerprints and stored as sets of points in the two-
dimensional plane. Minutiae-based matching essentially consists of finding the alignment
between the template and the input minutiae sets that result in the maximum number of
minutiae pairings.

Ridge feature-based methods
Minutiae extraction is difficult in very low-quality fingerprint images. However, whereas
other features of the fingerprint ridge pattern (e.g. local orientation and frequency, ridge
shape, texture information) may be extracted more reliably than minutiae, their distinc-
tiveness is generally lower. The approaches belonging to this family compare fingerprints
in term of features extracted from the ridge pattern. Two main reasons induced researchers
to look for other fingerprint discriminative features beyond minutiae:

• Reliably extracting minutiae from poor quality fingerprints is very difficult. Although
minutiae may carry most of the fingerprint discriminatory information, they do not
always constitute the best trade-off between accuracy and robustness.

• Additional features may be used in conjunction with minutiae (and not as an alter-
native) to increase system accuracy and robustness.

The more commonly used alternative features are the size and shape of the fingerprint,
number, type and position of singularities, spatial and geometrical attributes of the ridge
lines, shape features, sweat pores, or global and local texture information.
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6.2.2 System 1: The MorphoKit system

The system used for the baseline evaluation will be the MorphoKit. This software de-
velopment kit (SDK) developed by Morpho is including Morpho proprietary algorithms
for generating minutiae templates and 1:1 or 1:N matching. A detailed description of the
underlying algorithm cannot be disclosed and the following represents a brief specification
of the SDK.

MorphoKit is a fingerprint acquisition and processing SDK. It is primarily intended
to be used in the development of biometric application by private companies outside
SagemDS, and will not include any of the specific features required for AFIS develop-
ment (classification, segmentation of slap images, flatbed scanner management ...). It
is designed to be used in the development of small to medium scale biometric applica-
tions: it will included the best coding and 1:1 matching technology available today, but
a limited version of our 1:many matching technology, limited to small databases (3000
records for the standard product, no more than 100,000 records in any case), without
the matching speed improvements specific to AFIS products. It is not designed for AFIS
enrolment/identification or forensic applications and will not support 1000 dpi images or
multi-finger images. The main features available in this SDK are the following :

• Coding of single-finger 500dpi grey-scale fingerprint images to create minutiae tem-
plates

• Authentication: 1:1 matching of single-finger fingerprint templates

• Identification: 1:many matching of reference template against a memory template
database

• Template conversion of the proprietary CLV format to standard formats such as
ANSI or ISO

• Live image acquisition with Morpho MSOXXX sensors

The fingerprint template format is CFV, which is a self-describing proprietary binary
format. From the user’s point of view, it is just a binary buffer of variable length (1300
bytes on average). Authentication and identification functions will only accept templates
in CFV format. Matching templates is providing a score that can be compared to a given
threshold for the decision: MATCH/NO MATCH. Reference thresholds are provided to
meet a specific performance target. In other words, a target false accept rate (FAR) can
be reached and guaranteed with a given fixed threshold.

6.2.3 System 2: The NFIS2 system

The minutiae-based NIST Fingerprint Image Software 2 (NFIS2) [26] is a minutiae-based
fingerprint processing and recognition system formed from independent software, which
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constitutes a de facto standard reference system used in many fingerprint-related research
contributions.

NFIS2 contains software technology, developed for the Federal Bureau of Investigation
(FBI), designed to facilitate and support the automated manipulation and processing of
fingerprint images. Source code for over 50 different utilities or packages and an extensive
User’s Guide are distributed on CD-ROM which is available free of charge6.

From the 50 different software modules that are comprised within NFIS2, the most rel-
evant for evaluation purposes are: MINDTCT for minutiae extraction, and BOZORTH3
for fingerprint matching.

MINDTCT
The MINDTCT system takes a fingerprint image and locates all minutiae in the image,
assigning to each minutia point its location, orientation, type, and quality. The architecture
of MINDTCT can be divided in the following stages: 1) Generation of image quality map;
2) Binarization; 3) Minutiae detection; 4) Removal of false minutiae, including islands,
lakes, holes, minutiae in regions of poor image quality, side minutiae, hooks, overlaps,
minutiae that are too wide, and minutiae that are too narrow (pores); 5) Counting of
ridges between a minutia point and its nearest neighbours; 6) Minutiae quality assessment.

Because of the variation of image quality within a fingerprint, MINDTCT analyses
the image and determines areas that are degraded. Several characteristics are measured,
including regions of low contrast, incoherent ridge flow, and high curvature. These three
conditions represent unstable areas in the image where minutiae detection is unreliable,
and together they are used to represent levels of quality in the image. The image quality
map of stage 1 is generated integrating these three characteristics. Images are divided into
non-overlapping blocks, where one out of five levels of quality is assigned to each block.

The minutiae detection step scans the binary image of the fingerprint, identifying local
pixel patterns that indicate the ending or splitting of a ridge. A set of minutia patterns is
used to detect candidate minutia points. Subsequently, false minutiae are removed and the
remaining candidates are considered as the true minutiae of the image. Fingerprint minu-
tiae matchers often use other information in addition to just the points themselves. Apart
from minutia’s position, direction, and type, MINDTCT computes ridge counts between
a minutia point and each of its nearest neighbours. In the last stage, MINDTCT assigns
a quality/reliability measure to each detected minutia point. Even after performing the
removal stage, false minutiae potentially remain in the list. Two factors are combined to
produce a quality measure for each detected minutia point. The first factor is taken directly
from the location of the minutia point within the quality map generated in stage 1. The
second factor is based on simple pixel intensity statistics (mean and standard deviation)
within the immediate neighbourhood of the minutia point. A high quality region within a
fingerprint image is expected to have significant contrast that will cover the full grey-scale
spectrum.

6http://fingerprint.nist.gov/NFIS/
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BOZORTH3
The BOZORTH3 matching algorithm computes a match score between the minutiae from
any two fingerprints to help determine if they are from the same finger. It uses only the
location and orientation of the minutiae points to match the fingerprints, and it is rotation
and translation invariant. For fingerprint matching, compatibility between minutiae pairs
of the two images are assessed by comparing the following measures: i) distance between
the two minutiae and ii) angle between each minutia’s orientation and the intervening line
between both minutiae.
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7 Voice biometrics

With the growth in telecommunications and vast related research effort voice-based au-
thentication has emerged over the last decade as a popular and viable biometric. Speaker
recognition is generally the preferred or even only mode of remote verification over the
telephone, for example. Speaker recognition also has obvious utility in multi-modal bio-
metric systems where it is commonly used with face recognition. Speaker verification will
be assessed within the scope of the TABULA RASA project both as a single biometric and
combined with face verification. Both are vulnerable to various kinds of spoofing attacks
from impersonation, replay attacks, voice morphing and synthesised speech etc.

7.1 Database

As with any biometric, speech databases suited to the speaker verification task should in
general have a large, representative number of speakers. Since speech characteristics from
the same person can vary significantly from one recording to another there is a requirement
for multi-session data which should reflect differences in acoustic characteristics related
not only to the speaker, but also to differing recording conditions and microphones. It has
been suggested that collection over a period of three months [42] is a minimum in order
to reliably capture variations in health and fatigue for example. Since the information in
a speech signal is contained in its variation across time, i.e. it is a dynamic signal, speaker
verification performance also varies significantly depending on the quantity of data used
both for training and testing. Especially since the countermeasures to be developed later
in the TABULA RASA project may require large amounts of data in order to model supra-
segmental features, the provision for an evaluation condition containing large amounts of
training data is essential.

7.1.1 Existing databases

Databases such as TIMIT [27], Aurora [28] and Switchboard [29] are all used widely for
speech technology research. Though these databases have also been used for speaker recog-
nition evaluations to some extent, they are designed primarily for speech recognition re-
search. In addition these corpora are somewhat limited in the variety of microphone and
recording conditions and also well defined development, evaluations, training and testing
subsets targeted for speaker recognition experimentation. Existing corpora, such as the
CHAINS [30], YOHO [31] and CSLU [32] datasets are specific to speaker recognition, but
have a limited number of speakers. The EVALITA [33] evaluations provided for a dedi-
cated speaker recognition task in 2009 but did not feature in 2007 and is not included in
the evaluation plan for 2011.

The Speaker Recognition Evaluation (SRE) [37] datasets collected by the National In-
stitute of Standards and Technology (NIST) are presently the de facto standard evaluation
platform for speaker recognition research and are the only realistic means of gauging the
state-of-the-art. The recent 2010 evaluations attracted over 50 research institutes from 5
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continents. Since they provide for large, multi-session datasets with different evaluation
conditions and since they facilitate comparisons to the existing state-of-the-art, the NIST
SRE datasets will be used for speaker verification work within the TABULA RASA project.
Since not all NIST datasets are publicly available we have decided to restrict those used
in TABULA RASA to datasets that are or will soon be publicly available through the
Linguistic Data Consortium7 (LDC). We also note that the same datasets have been used
previously in related work [63].

Finally we refer to two multi-modal datasets that include a speech component. The
three datasets from the BioSecure Multi-modal Evaluation Campaign (BMEC) [34] contain
seven different modes including speech. They are described in Section 11. The MOBIO
dataset [35] contains both face and voice modalities and will be used in TABULA RASA
for 2D-face and voice. For comparative purposes baseline mono-modal speaker recognition
experiments will also be conducted on the MOBIO dataset which is described in Section 11.

7.1.2 The NIST SRE datasets

The 2003, 2004, 2006 and 2008 NIST SRE datasets will all be publicly available later this
year through the LDC. They contain several hundreds of hours of speech data collected
over the telephone including some calls made using mobile telephones. Further details of
each dataset are available from the LDC website with additional information available from
the NIST SRE website8. Each evaluation involves one compulsory, ‘core’ experiment and
several other optional experiments. The differences between each experiment or condition
entail mostly different quantities of training and/or test data and possibly varying channel
conditions. Training and testing protocols are defined and allow for different systems and
technologies to be readily and meaningfully compared according to standard experimental
and evaluation protocols and metrics. We note, however, that this may not be entirely the
case for TABULA RASA work since our system may not necessarily be optimised for the
same operating conditions (costs).

A typical speaker recognition system requires an independent development set in addi-
tion to independent auxiliary data which is needed for background model training and the
learning of normalisation strategies. This data typically comes from other NIST datasets,
such as the 2003 and 2004 datasets, and will be the case for all TABULA RASA work.
All NIST SRE datasets have a very similar specification and in the following we outline
specifically the 2008 NIST SRE dataset.

The 2008 evaluation dataset is composed of data from the Mixer [36] corpora and
contains a total of 13 different conditions which correspond to 6 different training and
4 different test scenarios. The main differences between them relates to the quantity or
duration of speech data in addition to other differences in microphone characteristics,
recording environments, language and the level of vocal effort, for example. The datasets
are composed from subsets of the Mixer 3, 4 and 5 corpora from the LDC. They contain
speech conversations recorded over the telephone, from multiple microphones within a

7http://www.ldc.upenn.edu/
8http://www.itl.nist.gov/iad/mig/tests/sre
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Test
10-sec short3 long summed

T
ra

in

10-sec optional
short2 optional core optional
3conv optional optional
8conv optional optional optional
long optional optional
3summed optional optional

Table 3: Train/test condition matrix for the NIST 2008 speaker recognition evaluation,
reproduced from [43]. The ‘short2-short3’ condition was the core condition in 2008.

room and from interview sessions with both conversational and read speech. The standard
experimental protocol defines various rules for participation in addition to lists of trials
(e.g. file lists for training and testing) for each evaluation condition.

Basic evaluation rules relate to the independence of trial decisions, permitted nor-
malisation procedures, human interaction and the use of additional data, such as speech
transcripts, etc. Full details can be found in the evaluation plan [43] and official evaluation
workshop presentations [44]. The 13 different evaluation conditions are illustrated in Ta-
ble 3 which highlights the core ‘short2-short3’ condition involving 2 or 3 different recordings
for training and testing respectively and where each recording contains approximately 3 or
5 minutes of speech data. Initial plans are to use the core condition for TABULA RASA
research, in addition to an appropriate extended data task, but will be subject to revision
according to spoofing and countermeasure technology to be developed later in the project.

For each required trial, participants are required to determine whether or not the given
target speaker is active in the given test segment. This involves determining an appropriate
likelihood score and, according to an empirically optimised threshold, a positive or negative
decision. Although it is not the only metric the standard, core evaluation metric is defined
as follows:

CNorm =
CMiss × PMiss/Target × PTarget + CFA × PFA/NonTarget × PNonTarget

CDefault

(2)

where the cost of a miss and of a false alarm (FA) are 10 and 1 respectively, where the
probability of a target and non-target are 0.01 and 0.99 respectively and where the nor-
malisation factor Cdefault = 0.1 is defined in order that a system which always returns a
negative decision obtains a score of CNorm = 1. While the CNorm metric is the default, dy-
namic performance, including a comparison of minimum and actual costs (i.e. with regard
to optimised and actual thresholds), are compared according to standard detection error
trade-off (DET) curves [45].
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7.2 System

Given the complexity of standard NIST speaker recognition datasets it is desirable that
the system adopted is well-adapted and suited to running such evaluations. Although
initial experiments will involve only a small number of trials, later experiments will be
automated and involve many thousands of trials. Computational efficiency is thus also
a requirement. Speaker recognition experiments will also be performed in a multi-modal
setting (see Section 11) and thus it is also sensible that the system may be used in con-
junction, or fused with a face recognition system. In the following we review some existing
tools that are appropriate in this case and then describe in more detail the system adopted
for the TABULA RASA project.

7.2.1 Existing systems

Speaker recognition systems have advanced rapidly over the last few decades and there
exist some useful software packages and libraries that can be used to build state-of-the-art
speaker recognition systems with relative ease.

SPro9, the open-source speech signal processing toolkit, provides for highly configurable
feature extraction. The Hidden Markov Model Toolkit (HTK)10 and the Hidden Markov
Model Synthesis Toolkit (HTS)11 provide a set of tools for building statistical speaker mod-
els and can also be used for feature extraction. Matlab12 from Mathworks Inc. has various
toolkits for statistical pattern recognition and is an excellent tool to prototype quickly a
speaker recognition system and to develop advanced algorithms. Octave13, its open source
equivalent, also provides powerful features. The ALIZE/Mistral platform14 [38, 39] is a
library for biometric authentication and provides a comprehensive set of functions related
to the task of statistical speaker recognition. LIA-RAL15 is a set of tools for speaker recog-
nition and is built using the ALIZE/Mistral library. libsvm16 is a library which provides for
support vector classification and has been integrated into LIA-RAL. The Torch toolkit17

also has robust implementation of Support vector machine based classifiers. Finally Fo-
Cal18, a set of Matlab functions for the fusion and calibration of multiple classifiers, has
proven very popular in the speaker recognition community.

SPro, ALIZE, LIA-RAL and FoCal are arguably the most popular tools for speaker
recognition. They are all open-source, are used in combination by many independent
teams and have achieved state-of-the-art performance in the NIST speaker recognition

9http://www.gforge.inria.fr/projects/spro
10http://htk.eng.cam.ac.uk/
11http://hts.sp.nitech.ac.jp/
12http://www.mathworks.com/products/matlab/
13http://www.gnu.org/software/octave/
14http://www.lia.univ-avignon.fr/heberges/ALIZE/
15http://www.lia.univ-avignon.fr/heberges/ALIZE/LIA RAL
16http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
17http://www.idiap.ch/scientific-research/resources/torch
18http://sites.google.com/site/nikobrummer/focal
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evaluations. Furthermore the ALIZE/MISTRAL toolkits have been used for voice trans-
formation in order to demonstrate the threat from spoofing. This combination will be used
for all TABULA RASA work.

7.2.2 The ALIZE speaker recognition system

The ‘ALIZE’ speaker recognition system is something of a misnomer since ALIZE is really a
library, not a toolkit. Even so, the open-source LIA-RAL toolkit, which does provide a set
of executable for speaker recognition, has inherited the name of the library on which it is
based. TABULA RASA work in speaker recognition will be based upon the implementation
described in [40].

While ALIZE has native support for most standard feature file formats, SPro is the
most popular. SPro provides for both Mel [46] and linear scaled frequency cepstral coef-
ficients in addition to linear prediction coefficients, static and dynamic features. Features
generally encompass some channel characteristics which manifests as convolutional noise.
Under conditions of mismatched training and testing these effects can lead to significant
degradations in performance and some means of channel compensation generally prove
beneficial. In the standard baseline setup this includes cepstral mean and variance nor-
malisation. ALIZE also provides a comprehensive suite of different feature normalisation
strategies including feature warping [47], feature mapping [48] and factor analysis eigen-
channel compensation [49]. Given that the spoofing attacks to be considered in TABULA
RASA involve recording and replaying at the sensor level it will be necessary to investigate
the effect of channel compensation approaches since they may inadvertently assist spoofing
attacks.

The standard approach to statistical speaker modelling is based on Gaussian mixture
models (GMMs) [50] and is the approach adopted in ALIZE. First, a world model [52] or
universal background model (UBM) is trained using expectation maximisation (EM) [53]
and large amounts of data from a pool of background speakers. Due to the common
lack of speaker-specific data, target speaker models are generally adapted from the UBM
during enrolment through maximum a posteriori (MAP) adaptation [54]. Although all the
parameters of the UBM can be adapted, the adaptation of the means only has been found
to work well in practice [50] and is the approach in the largely standard baseline system.

Scores correspond to the log-likelihood ratio of the target model and the test seg-
ment, normalised with respect to the background model. Various score-level normalisation
procedures are also generally employed with the most popular being test-normalisation
(TNorm) [51]. TNorm is used to normalise the score with respect to a set of cohort, impos-
tor speakers and generally leads to significant improvements in performance. Additional
normalisation strategies include zero normalisation (ZNorm) and handset normalisation
(HNorm) [56]. Final decision logic is based on a threshold which is empirically determined
using a large, representative development set. False alarm and false rejection rates can be
traded-off in the usual manner by varying the threshold.

The ALIZE framework also provides for more recent approaches which harness the
power of SVMs and joint factor analysis (JFA). Support vector machines (SVMs) [57] have
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become a popular approach to pattern classification and speaker verification is no excep-
tion. The more recent SVM-based approaches such as the generalised linear discriminant
sequence kernel (GLDS) [58] and the GMM super-vector linear kernel (GSL) [59] are ca-
pable of outperforming the standard GMM-based approach and are supported in ALIZE.
The GSL approach is one example where the input to the SVM classifier comes from a con-
ventional GMM and is formed from the concatenation of the GMM mean vectors into the
so-called GMM super-vector [59]. Other approaches supported in ALIZE include nuisance
attribute projection (NAP) [60] and joint factor analysis (JFA) [61].

Finally we note that the ALIZE system has been used in the past to investigate vulner-
abilities to spoofing attacks coming from voice transformation [63]. This work, however,
did not consider strictly sensor-level attacks. The ALIZE system and NIST speaker recog-
nition datasets described above are not sufficient on their own to assess the spoofing threat
at the sensor-level. Initial plans to consider specifically sensor-level attacks will involve
the re-recording of speech data to simulate replay-style attacks and then an automated
approach using artificial microphone/room/loudspeaker impulse responses. Whereas the
former will involve only a small number of trials it will better reflect the practical scenario.
The latter setup, while rather artificial, will involve many more trials and will provide for
greater statistical significance. We will conduct a comparison of the two approaches to
assess differences in recognition/spoofing performance of both approaches.
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8 Gait biometrics

Biometric gait recognition refers to the recognition of people from the way they walk.
This has recently become a topic of great interest in biometrics research. Compared to
some other biometric modalities, gait is potentially beneficial since it can be acquired from
a distance and it does not require contact or client cooperation. Furthermore, gait is
potentially difficult to hide or spoof. To gain insight into the vulnerability of biometric
gait recognition systems to spoofing attacks, the TABULA RASA project will consider
USOU Gait Database and evaluate two baselines systems developed at the universities of
Southampton and Oulu. The chosen database and systems are described below.

8.1 Database

There are many databases suitable for studying gait recognition. In the case of TABULA
RASA a dataset is needed which has sufficient subjects and enough calibration information
that novel spoofing and countermeasure techniques can be investigated using it.

8.1.1 Existing databases

The earliest databases comprised of only tens of subjects, sometimes wearing specified
clothing. More recent databases include outdoor as well as indoor data with uncontrolled
illumination and with variation in camera viewpoint. The two early gait databases, HiD
(NIST, US) [70] and Soton (Southampton UK) [71], both resulting from the DARPA
Human ID at a Distance programme have been accompanied by the newer CASIA database
(CAS, China) [72]. These databases primarily afford sequences of 2D images.

More recently, Southampton has recorded a new database (The USOU gait database)
using a new multi-view gait tunnel which has 8 synchronised cameras viewing a subject
walking in a controlled environment [68]. The USOU gait database is one of the largest
gait databases and crucially contains multiple views and detailed camera calibration in-
formation. This enables 3D reconstruction from the data, and as such provides valuable
information that can be used for examining potential spoofing and countermeasure tech-
niques. Because of this it will be used as the basis for this project.

8.1.2 The USOU gait database

The USOU Gait Database consists of 2705 separate recordings taken from 227 Subjects.
Each recording consists of 8 synchronised video sequences of approximately 140 frames.
Each subject is recorded walking through the tunnel at least 9 times. In addition, 36 of
the subjects are recorded on two separate dates to enable the investigation of the effect
of time and clothing variation on recognition performance. The database will be available
for download soon19. Access requires the completing and signing of a Database Release
Agreement.

19http://www.gait.ecs.soton.ac.uk/
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The Database was produced using the University of Southampton Multi-Biometric Tun-
nel [68], a constrained environment that is designed with airports and other high through-
put environments in mind. It is able to acquire a variety of non-contact biometrics in a
non-intrusive manner. The system uses eight synchronised IEEE1394 cameras to capture
gait and additional cameras to capture images from the face and one ear, as an individual
walks through the tunnel.

Whilst a subject is inside the tunnel their gait is recorded by eight calibrated Point Grey
Dragonfly cameras, allowing the reconstruction of 3D volumetric data. The gait cameras
all have a resolution of 640×480 and capture at a rate of 30 FPS, they are connected
together over an IEEE1394 network employing synchronisation units to ensure accurate
timing between cameras.

Video is also captured of the subjects face and upper body using a high resolution
1600×1200 IEEE1394 camera, enabling face recognition. A 1600×1200 snapshot is taken
of the subjects side of the head, which can be used for ear biometrics.

8.2 Systems

This section provides a summary of a number of the main systems that have been developed
for gait recognition. This is followed by a description of the two systems that will be used
to provide baseline performance measures.

8.2.1 Existing systems

Current state-of-the-art systems show that it is possible to recognise people using gait
recognition by using silhouette or model based approaches [73]. Both approaches start
by analysing video data to detect the walking subject. Silhouette-based approaches have
enjoyed the most success. In particular, those which use the averaged silhouette have
proved most popular [74]. Feature set selection has been deployed to identify which fea-
tures of the silhouettes contribute most to recognition [69]. Early model-based approaches
used pendular models to calculate the variation in thigh inclination, when walking [75].
This work has been extended to a unified approach which can model running or walk-
ing simultaneously [76]. More recently, these models have been employed in conjunction
with vertex based location. This approach tracks and describes people by the motion of
their joints. Such model based approaches have also been subject to feature set selection,
which revealed that motion components can have greater discriminative ability than the
structural components. A further area of research is the effect of the camera viewpoint
relative to the subject’s walking direction. By assuming that the human is a solid object,
walking in a periodic fashion along a linear path (for two gait periods), recognition can be
achieved which is invariant to the direction of path relative to the camera [77]. The co-
variate factors are of equal concern and there is interest in the degree that external factors
impede recognition by gait. Analysis of covariate factors including clothing and footwear
has shown that wearing a trench coat or the wearing of flip flops can significantly affect
recognition performance [78]. This is not surprising in that the wearing of clothes that
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obscure the whole body will naturally obviate any gait biometric. In addition, the walking
style consistent with flip flops is known to differ from that when wearing normal shoes,
though no research has parametrised this effect. As such, the current state-of-art has been
to investigate the nature of the within-class variation, and the between-class variation in
gait as a biometric. It is interesting that the earliest approaches achieved recognition rates
exceeding 90% and this is matched by the most recent approaches on databases extending
to 300 subjects. Much of the earlier work was conducted on data acquired using controlled
conditions whereas later recognition has used data acquired outdoors, which has resulted
in slightly lower recognition performance.

8.2.2 System 1: USOU gait recognition system

To provide a baseline recognition performance USOU will provide an average silhouette
based gait recognition system. The system uses shape from silhouette 3d reconstruction
to synthesise a profile silhouette sequence from which an average silhouette is constructed.

3D volumetric data is used to synthesise silhouettes from a fixed viewpoint relative to
the subject. The resulting silhouettes are then passed to a standard 2D gait analysis tech-
nique; in this case the average silhouette. The advantage of using three-dimensional data
is that silhouettes from any arbitrary viewpoint can be synthesised, even if the viewpoint
is not directly seen by a camera.

Silhouettes are taken from a side-on orthogonal viewpoint. This view is not seen by any
camera and so must be synthesised. The use of a side-on viewpoint facilitates comparison
with previous results. To generate the average silhouette images the centre of mass is found
for each frame [69]. The average silhouette is then found by summing the centre of mass
aligned silhouettes.

The derived average silhouette is scale normalised so that it is 64 pixels high, whilst
preserving the aspect ratio. The average silhouette is treated as the feature vector and
used for leave-one-out recognition, using nearest-neighbour classification and the euclidean
distance as the distance metric between samples.

8.2.3 System 2: UOULU gait recognition system

UOULU has proposed to use dynamic texture descriptors, Local Binary Patterns from
Three Orthogonal Planes (LBP-TOP), to describe human gait in a spatio-temporal way.

The dynamic texture based gait recognition system of the University of Oulu works as
follows [66, 67]. Firstly, a video sequence of a person’s walking can be thought as spatio-
temporal volume. The volume is partitioned into sub-volumes. Using the sub-volume
representation, motion and shape are encoded on three different levels: pixel-level (single
bins in the histogram), region-level (sub-volume histogram) and global-level (concatenated
sub-volume histograms). Secondly, LBP-TOP description is formed by calculating the LBP
features from XY, XT and YT planes of volumes and concatenating the histograms to catch
the transition information in spatio-temporal domain. The LBP-TOP features from each
sub-volume are extracted and concatenated to encode motion and shape characteristics.
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Thirdly, to use the multi-resolution information, original uniform patterns are improved
with ordering sampling points according to the sampling angle, by which they will also
produce codes that satisfy the bit transition condition and any number of sampling points
can be used on different LBP kernels. Fourthly, the length of the LBP-TOP histogram
representation can be quite large depending on the number of sampling points and number
of sub-volumes that are used. A better and more compact representation can be obtained
by using feature selection methods. Gentle AdaBoost was used to perform feature selection
and to build a strong classifier. Instead of building a classifier that gives the identity of
the person from one sample, a two-class classifier was trained, which classifies weather two
samples come from the same person or not.

Experiments on CMU MoBo dataset and USF dataset, and comparison with other
methods showed the suitability of the proposed representation for gait recognition.
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9 Vein and fingerprint biometrics

The vein-based biometric is an emerging technology which uses penetration of near infrared
light through the skin to create an image of the vein network. Two acquisition modes are
possible with this technology: a reflection mode and a transmission mode. Identification of
the vein network is one of the rare biometric techniques that uses almost invisible in-vivo
features of the human body. It has appealing properties regarding universality criteria,
discriminatory ability, permanence, acceptability and vulnerability and the technology is
known to be very precise and difficult to fake.

The work in TABULA RASA for vein biometrics is based on the Morpho product
FingerVP. This sensor is dedicated to the acquisition of the vein network and fingerprint
of a given finger. Because of legal issues in the exploitation agreement of the Hitachi vein
sensor technology, the vein biometric cannot be used as a standalone component and will
necessarily be associated with the corresponding fingerprint biometric. In the context of
this document it is considered as a pseudo-multi-modal biometric and is detached from
the work presented in Section 11 where it is assumed that individual scores are available
for each mode. This is not the case here; a single score is produced and corresponds to
simultaneous verification based on both the vein and fingerprint biometrics. The vein-
fingerprint biometric is thus here treated independently from the material in Section 11.

9.1 Database

A multi-modal biometric using vein and fingerprints is very attractive. Is it among the rare
multi-modal biometrics where different modalities are acquired simultaneously from the
same body part (other examples are iris/face and 2D/3D face). Therefore, it is possible to
go beyond multi-modal fusion methods to defeat spoofing attacks [118] and it is possible to
study the correlation between intrinsic characteristics of the two modalities. The databases
used for performance evaluation should allow studying different approaches and evaluating
their performances.

9.1.1 Existing databases

Even if NIST intend to collect a FingerVein database there is currently no public database
of real finger vein + finger print samples. Therefore an internal database will be acquired
by Morpho for the project.

9.1.2 The TabulaRasaVP database

This database will be acquired using the MORPHO FingerVP scanner. This sensor al-
lows simultaneous acquisition of fingerprint and second phalanx finger vein patterns. The
database should contain data from at least 30 volunteers. 6 samples per participants will
be acquired, representing a total of 180 samples. Data will be acquired in 2 sessions, one
week apart (hopefully with the same amount of volunteers) and with 5 acquisitions per
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Number of Persons Number of Fingers Number of Number of
acquisitions/finger acquisition sessions

30 6 10 2

volunteer. The collection of samples during two sessions aims to take into account some
variability in the acquisition process: finger pose, ambient temperature, previous activity
of the persons from whom samples are acquired. The setup is summarised in Table 9.1.2

9.2 System

This section introduces vein and fingerprint biometric systems and provides a description
of the system that will be used for the TABULA RASA project to establish baseline
performance measures.

9.2.1 Existing systems

We can find a few FingerVein systems (i.e. addressing only the vein modality of fingers)
available in the market. Hitachi is the sensor technology industry leader. Their sensor
technology is used in L-1 Identity’s 4G FingerVein station.

There are, however, not many vein + fingerprint sensors. Among these, we find NEC’s
Fingerprint + Finger vein system and Morpho’s FingerVP. Concerning algorithms, there
is a rich bibliography concerning fingerprint and finger vein [119–121] and multi-modality
fusion [122].

9.2.2 The FingerVP system

The system that will be used for TABULA RASA work is Morpho’s FingerVP. To develop
this brand new product, Morpho has partnered with Hitachi, an engineering and informa-
tion technology giant, to develop a multi-modal biometric recognition module. Developed
and produced by Morpho, this module combines the best of Hitachi’s vein imaging tech-
nology (VeinID) and Morpho’s fingerprint identification technology. The complementary
nature of these two identification methods, namely the recognition of the pattern of minute
blood vessels under the skin, and the simultaneous processing of fingerprint data allows
the module developed by Morpho to offer levels of security and accuracy that are unri-
valled worldwide. Designed to be easily integrated into any type of identification system,
this module meets requirements for a wide range of applications, including access control,
identity checks and secure payments.

The Morpho FingerVP system was developed for the Morpho FingerVP scanner. It
performs an adapted fusion of fingerprint and finger vein biometrics. This fusion allows
to maximise accuracy [123] and guaranties the chosen security level (FAR). This means
that some trade-off can be found to maximise spoofing resistance while minimising the
false rejection rate. The system only outputs the fusion result and no access to individual
scores of each modality can be provided. The product is designed to work on sets of
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images acquired from the vein sensor and from one image acquired from the fingerprint
sensor. From these images, a template is created in a proprietary binary format. The
template matching algorithm provides a consolidated score that can be compared to a
given threshold in order to obtain a decision. Reference thresholds are provided to meet a
specific performance target, i.e. a target False Accept Rate can be reached and guaranteed
with a given fixed threshold.

The main features available in this system are the following:

• Coding of single-finger 500dpi grey-scale fingerprint images and vein images to create
templates

• Authentication : 1-to-1 matching of fingerprint + vein templates

• Identification : 1-to-many matching of reference template against a memory template
database
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10 Electro-physiology biometrics

In this section we describe the existing databases and systems developed in Starlab re-
garding the electro-physiological biometric module. More precisely, Starlab has developed
2 electro-physiological biometric systems, one based in electro-encephalogram (EEG) and
another based on electro-cardiogram (ECG). Both systems are based on the ENOBIO
electro-physiological recording device, also developed by Starlab.

10.1 Database

Here we highlight some existing databases and then focus on the data that has been
collected in Starlab.

10.1.1 Existing databases

There are some publicly available datasets on the web, but we have not found any that
were recorded for biometric purposes. Most of them deal with pathologies (epilepsy or
alcoholism) or with event-related potentials (ERPs). As an example, the Swartz Center
for Computational Neuroscience, a centre of the Institute for Neural Computation from
the University of California, San Diego, offers several dataset such as the ones described
below:

• Psychophysics (4Mb): One subject (80 trials) from a visual attention task (32-
channel; Matlab format).

• Psychophysics ( 30Mb): About 10 EEG files in different binary format. Task speci-
fication are not provided.

• Psychophysics (450Mb): 5 subjects and 2 conditions (64 channels, Matlab format).

• Psychophysics (700 Mb): 122 subjects recorded using 64 channel (Alcoholic and
Controls performing a visual matching task).

• Epilepsy data: A very comprehensive database of epilepsy data files.

• Sleep data: Sleep EEG from 8 subjects (EDF format).

• Motor imagery data: Motor imagery data for BCI project (Matlab files).

• P300 data: P300 data used for BCI project (Matlab format).

• Animal and human EEG: few trials of EEG data from rats, visual evoked potential,
epilepsy, and rest.

• Continuous EEG: few seconds of 64-channel EEG recording from an alcoholic patient.
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There are also some EEG datasets available form the Brain Computer Interface (BCI)
competitions. There have been 4 competitions so far, each one with different datasets.
These datasets are quite diverse and they include magneto-encephalogram, electro-corticogram
and several ERP tasks such as P300 paradigm and motor imagery. Usually only data from
few subjects is available, making those datasets useless for biometric purposes.

There are no publicly available database of both EEG and ECG samples for biometrics
purposes and thus we have chosen to use our own recorded databases for the TABULA
RASA project. They include those recorded within the HUMABIO and ACTIBIO projects.
Although the associated protocols for each database are not the same, sensor and electrode
locations are identical and thus they are both useful for the purposes of evaluation. Both
databases are proprietary. Starlab wishes to retain the right of deciding case-by-case on
its availability for other partners in the consortium. Given the case, the sharing conditions
will be agreed between the two involved partners.

10.1.2 The Starlab databases

Starlab has participated in two European projects related to biometrics. In both of them,
the main role of Starlab was to implement a biometric system based on EEG and ECG,
although other types of electro-physiological signals were also explored such as ERPs,
electro-oculography (EOG) and electro-myography (EMG). A short description of these
two project follows:

• HUMABIO is an EU co-funded ‘Specific Targeted Research Project’ (STREP) where
new types of biometrics are combined with state-of-the-art sensorial technologies in
order to enhance security in a wide spectrum of applications such as transportation
safety and continuous authentication in safety critical environments such as labora-
tories, airports or other buildings.

• ACTIBIO aims to research and develop a completely new concept in biometric au-
thentication, i.e. the extraction of biometric signatures based on the response of the
user to specific stimuli while performing specific work-related activities. The novelty
of the approach lies in the fact that the measurements used for authentication corre-
spond to the response of the person to specific events being however, fully unobtrusive
and also fully integrated in an ambient intelligence infrastructure.

Concerning the electro-physiological biometric systems, the main difference between
the 2 projects is that in HUMABIO, the users had to follow a protocol for both enrolment
and authentication (seated comfortably during some time with the eyes closed) while in
ACTIBIO the users did not need to be seated and they did not need to keep their eyes
closed. In the later, the artifact removal/correction stage was an important challenge to
be solved for the success of the project.

As mentioned earlier the EEG/ECG recording device is ENOBIO (see Figure 1), a
product developed at STARLAB BARCELONA SL. It is a wireless 4-channel device (plus
the common mode) with active electrodes. It is therefore quite unobtrusive, fast and easy

TABULARASA D2.2: page 48 of 83



TABULA RASA [257289] D2.2: Specifications of Biometric Databases and Systems

Figure 1: ENOBIO electro-physiological sensor

to place. Even though ENOBIO can function with dry contacts, in this study a conductive
gel was used. The sampling rate of ENOBIO is 250 Hz, but the version used in HUMABIO
had a sampling rate of 256 Hz. The electrode placement for both data sets is as follows:

• two on the forehead (FP1 and FP2) for EEG recording;

• one on the left wrist for ECG recording;

• one on the right earlobe as reference and

• one on the left earlobe as the hardware common mode.

This configuration allows the ENOBIO sensor to record EEG and ECG data at the
same time. The databases collected through the HUMABIO and ACTIBIO projects are
described in further detail below.

HUMABIO:
The recordings are carried out in a controlled environment. The subjects are asked to sit
in a comfortable armchair, to relax, be quiet and close their eyes. Then three 3-minute
takes are recorded to 32 subjects and four 3-minute takes are recorded to the 8 subjects,
preferably on different days, or at least at different moments of the day. The 32-subject
set is used as reference subject in the classification stage and the 8 subjects are the ones
that are enrolled in the systems. Then several 1-minute takes are recorded afterwards to
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these enrolled subjects, in order to use them as authentication tests. Both the enrolment
takes and the authentication takes are recorded under the same conditions.

This was the initial work carried out in HUMABIO, but with time we were able to col-
lect more data. In total we have 50 subjects enrolled (that is 50 subjects had 4 3-minute
takes recorded) and 12 subjects underwent the authentication process several times. We
have a total of 190 1-minute authentication takes. We also recorded 3 authentication takes
from 7 subjects who just had a coffee and then 3 surther authentication takes from 7 other
subjects after smoking a cigarette.

ACTIBIO:
The data was recorded in two different sessions in Barcelona in the SmartRoom at UPC.
The first session was recorded in mid January while the second was recorded at the end of
February. A total of 29 subjects were recorded although 2 of them have only one session
recorded.

In the first session, 2 2-minute enrolment takes were recorded. We also recorded 1-
minute takes while the subject was walking and finally 2 office repetitions. In the second
session, we recorded again 2 2-minute enrolment takes, a 1-minute take while the subject
was walking and finally, in this case, we only recorded 1 office repetition. The office
repetition consisted in several actions that were annotated using video, such as seated in
a chair, playing minesweeper on a PC, typing in a keyboard, writing on a sheet of paper,
drinking water, etc.

As in the HUMABIO protocol, the ENOBIO is placed in a head band where we have 2
electrodes in the forehead (for EEG and EOG) and the ENOBIO transmitter in the back
of the head. 2 other electrodes are placed in both earlobes (common ground in left ear
lobe and active reference in right ear lobe). Finally another electrode is placed in the left
wrist in order to record ECG. This configuration is the same for all the sessions, takes and
modalities (enrolment, office and walking). We can see in Figure 2 an example of a user
performing the ‘answering the phone’ task.

The enrolment recordings consist of four 2-minute takes. The subject is asked not to
move while he/she is seated in a chair watching a movie. That means that the subject
keeps his eyes open and blinks during the enrolment.

In summary, regarding the data recorded in the SmartRoom, we had 29 subjects en-
rolled (that is 29 subjects had 4 2-minute take recordings). We have 2 office takes, 2
walking takes and 2 extra takes (subject was not performing any particular action) for
this set of 29 subjects. We also had 43 subjects enrolled during the pilots and 35 subjects
authenticated, with a total of 57 authentication takes.

10.2 System

The are several papers describing EEG and ECG biometric based systems. In this section
we briefly describe some of these systems and then focus on StarFast, a system developed
by Starlab.
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Figure 2: ENOBIO setup

10.2.1 Existing systems

The system presented herein attains an improvement in classification performance by com-
bining feature fusion, classification fusion and multi-modal biometric fusion strategies.
This kind of multi-stage fusion architecture has been presented in [145] as an advance-
ment for biometry systems. Here we describe a ready-to-use authentication biometric sys-
tem based on EEG and ECG. This constitutes the first difference with already presented
works [127, 128, 130–132, 137–141, 148]. The system presented here undertakes subject
authentication, whereas a biometric identification has been the target of those works.

A reduced number of electrodes have been already used in past works [127, 128, 130–
132, 148] in order to reduce system obtrusiveness. This feature has been implemented in
our system. There is however a differential trait. The two forehead electrodes are used
in our system, while in other papers other electrodes configurations are used, e.g. [128]
uses electrode P4. Our long-term goal is the integration of the biometric system with the
ENOBIO dry and wireless sensory unit [146,147,155].

10.2.2 The StarFast system

The StarFast system was developed by Starlab Barcelona. It is a biometric system based
on EEG and ECG signals. It is based on the ENOBIO sensor, described above and also
developed by Starlab. It can record both signals at the same time and thus allows both
biometrics to be collected simultaneously. Of course it can also work using only EEG or
ECG. The details of the system are provided in the next section.
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Authentication algorithm based on EEG
As with all the other biometric modalities, our system works in two steps: enrolment and
authentication. This means that for our system to authenticate a subject, this subject
needs first of all to enrol into the system. In other words, their biometric signature has
to be extracted and stored in order to retrieve it during the authentication process. Then
the sample extracted during the authentication process is compared with the one that was
extracted during the enrolment. If they are similar enough, then they will be authenticated.

First of all, a pre-processing step is applied to the two EEG channels. They are both
referenced to the right earlobe channel in order to cancel the common interference that
can appear in all the channels. This is a common practice in EEG recordings. Since the
earlobe is a position with no electrical activity, and since it is very easy and unobtrusive
to place an electrode there with the help of a clip, this site appeared the better one to
reference the other electrodes. After referencing, a second-order pass band filter with cut
off frequencies of 0.5 and 40 Hz is applied. Once the filters are applied, the whole signal
is segmented into 4-second epochs. Artifacts are kept, in order to ensure that only one
minute of EEG data will be used for testing the system. We remind the reader that the
subject is asked to close his/her eyes in order to minimise eye related artifacts.

We conducted an intensive preliminary analysis on the discrimination performance of a
large initial set of features, e.g. Higuchi fractal dimension, entropy, skewness, kurtosis, mean
and standard deviation. We chose the five features that showed a higher discriminative
power. These five different features were extracted from each 4-second epoch and input
into our classifier module. All the mentioned features are simultaneously computed in
the biometry system presented herein. This is what we denote as the multi-feature set.
The features are detailed in the following. We can distinguish between two major types
of features with respect to the number of EEG channels employed in their computation.
Therefore we can group features in single-channel features (auto-regression coefficients and
Fourier Transform in our case) and two-channel features (the synchronicity features used
in our system are: correlation, mutual information and coherence).

The work presented herein is based on the classical Fisher’s Discriminant Analysis
(DA). DA seeks a number of projection directions that are efficient for discrimination, i.e.
separation into different classes. For an n-class problem, the DA involves n-1 discriminant
functions (DFs). Thus a projection from a d-dimensional space, where d is the length
of the feature vector to be classified, into an (n-1)-dimensional space, where d ≥ n , is
achieved. Note that in our particular case, the subject and class are equivalent. In our
algorithm we work with 4 different DFs: linear, diagonal linear, quadratic and diagonal
quadratic. The interested reader can find more information about DA in [136]. Taking
into account the 4 DFs, the 2 channels, the 2 single-channel features and 3 synchronicity
features, we have a total of 28 different classifiers. By ‘classifier’ we here mean each of the
28 possible combinations of feature, DF and channel. We use an approach that we refer to
as a ‘personal classifier’, which is explained herein, for the identity authentication case: the
5 best classifiers, i.e. the ones with more discriminative power, are used for each subject.
When a test subject claims to be, for example, subject 1, the 5 best classifiers for subject
1 are used to do the classification. By fusion the outputs of the best 5 personal classifiers
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we obtain a more reliable classification result. The final output of our system is:

• binary decision (authentication result)

• score (probability of the claimed subject)

• confidence level (an empiric function that maps the difference between threshold and
score to a percentage)

Authentication algorithm based on ECG
We reference the ECG channel placed in the left wrist to the right earlobe reference channel.
A first difference with the EEG pre-processing is that, in this case, we are not using 4-
seconds epochs. Now, we segment each single heart beat waveform from the ECG signal.

We use the heart beat waveform as the input feature in our classifiers, since it is the one
that showed the higher discriminative power between subjects. As previously said, from
each minute of data we extract each single heart beat waveform. For defining the heart
beat waveform feature, we decimate to a 144 length vectors. All these vectors in their
totality are the heart beat waveform features. Thus, the total number of feature vectors,
in this case, depends on the number of heart beats in a one-minute interval, i.e. on the
heart beat rate.

The authentication methodology is very similar to the one used in EEG. The difference
is that now we only have one feature, but we still have 4 DFs, so at the ‘best classifier
selection’ stage, we select the best DF for each subject. In this modality there is no data
fusion. Once the best DF is found, then the classification is made for the ‘heart beat shape’
feature and for the selected DF. The outputs for this modality are the same as in the EEG
section.
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11 Multi-modal biometrics

A multi-modal biometric system [193] results from the simultaneous inclusion of differ-
ent sensors or the results of their associated analysis modules, which are called biometric
modalities in this context, in a computer system used for subject identification or authen-
tication. The application of this concept in a biometric system is expected to improve the
performance of the overall biometry recognition system [179,188].

11.1 State-of-the-art in data fusion

Once the modality data is integrated in the biometric system it can be processed in different
manners according to one of the three following options [184]:

1. Data fusion is the operation whereby a multi-sensory data set is transformed into a
unique representational form [167,186,196].

2. One further option is the parallel employment of data in the system.

3. Lastly the data of one modality can be used in order to guide the processing of
another one.

The simplest way of fusing data is putting them in a common reference system, whereby
the resulting data dimensionality is the sum of the individual ones, e.g. [177, 198]. In this
way a general purpose processing or classification algorithm can be used in the larger di-
mensional feature space. However this configuration results in the disadvantage that pat-
tern recognition systems present more counter-intuitive behaviours in large feature spaces
than in smaller ones, what has been called the curse of dimensionality in pattern recogni-
tion [176]. Beyond this fact, some works emphasise the importance of developing special
data fusion algorithms for applications where data fusion is involved [173] in order to take
full advantage of this processing stage. [173] claims that the most important step in fusion
algorithms is to acquire consistent data sets, co-register them, and develop appropriate
data fusion techniques. This contradicts most of frameworks, where general purpose pat-
tern recognition techniques, e.g. [199,200], are used for fusion as well.

The most basic operators developed in mathematics are the sum and the product.
These operators have been used together with some other lightly evolved ones like the
ordinal operators maximum, median and minimum and the majority voting operator in
data fusion from an early stage of research [181]. They are still used in schemes including
data fusion methodologies together with light modifications and further simple ones like
the average operator [168,170].

However all of these operators are just the starting point from which more advanced
fusion operators have evolved, particularly in the field of soft-computing and fuzzy op-
erator research [196]. Different families of operators were already theoretically compared
in [172], i.e. T- and S-norms [182], means in a generalised sense (f-mean, OWA [201], Cho-
quet Fuzzy Integral), MYCIN operators, the Dempster orthogonal sum, possibility fusion
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operators, Bayesian based fusion operators, and symmetrical sums. A further study [183]
compares fuzzy aggregation operators with non-fuzzy ones. It compares, on the one hand
the weighted majority voting, the minimum, the maximum, the average, the product, and
the Näıve-Bayes operators, and on the other hand, the fuzzy integral and so-called deci-
sion templates in six benchmark pattern recognition problems. The authors finally state
that fuzzy fusion outperforms non-fuzzy operators in these six cases. To the best of our
knowledge the work in [194] undertook the most recent review on fuzzy aggregation from a
theoretical point of view. Although not being so complete as [172], it includes some of the
most recent developments in the field, e.g. uni-norms and absorbing norms, together with
interesting aspects on the topic. Some other operators used are the generalised means [174]
or all variants of fuzzy integrals [196]. The most recent survey on data fusion can be found
in [171]. It discusses the topic by grouping the operators on main families: min and
max, means, medians, ordered weighted averaging, fuzzy integrals, T- and S-norm, a.k.a.
conjunctive and disjunctive functions, mixed aggregation, MYCIN, uni-norms, null-norms.

11.2 Use of chimeric/virtual users

Chimeric or virtual-subject databases are currently being used for the evaluation of multi-
modal biometric systems [187,189,190]. This experimental practice consists in the artificial
creation of new ‘virtual’ users by integrating uni-modal data of different users, i.e. if we
have two subjects 1 and 2 in a database with modalities A and B, we can create two more
users presenting 1A-2B and 1B-2A as modalities. There are, however, some concerns on
the usage of such databases. They can be summarised in the following points:

• Conceptual problems arise first. The goal of biometrics is to determine the identity
of users presented to the system. As such the value in adapting a system to recognise
non-existent subjects is questionable. If they do not exist, then there is no need for
the system to identify them.

• Other reasons are theoretical. Modalities (or data streams) can be characterised in
a multi-modal system as complementary, independent, or redundant [196]. Fusion
parametrisation lays on this relationship. For creating a chimeric database indepen-
dency among modalities has to be supposed a priori. Then the system cannot adapt
to other relationships.

• Lastly there are two practical issues. Chimeric users can be generated for compiling
an artificial evaluation database. It is argued that in this case the database can be
used just to generate some figures that characterise performance of the fusion system.
This characterisation is exclusive for this database and no extrapolation into real-
world application of the system can be derived from here. The only usage of such a
performance evaluation is the comparison among different fusion frameworks in an
artificial scenario. Such a comparison has no value with respect to generalisation in
the real-world application of the compared fusion frameworks. This comparison is of
very limited usage beyond publication of results.
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• Databases compiled in such a way contain users that do not exist in the real world.
Therefore the system will never encounter such a user in its real-world application.
Moreover one of the goals of the fusion system is to characterise the relationship
among the different biometric modalities (see above). The system is wrongly char-
acterising this relationship by training the system with artificial data. Furthermore
this training may lead the system to adapt to relationships opposite to the ones
found in a real-world situation, since the ‘real’ users are the minority in the chimeric
users database. This becomes worse, the more users we consider. Therefore such
a database cannot be used to characterise relationships among modalities in a real-
world situation, and it is thus argued that fusion performance is false w.r.t. these
conditions.

On the other hand, other experts think that multi-modal biometric performance eval-
uation allows to:

• Assume that multiple biometrics are independent.

• Assume ‘chimeric data’ are synthesised following principles of the nature that gener-
ate biometric data (e.g. appearances).

• No prior knowledge is available how multi-modal data are combined in biological
human beings.

• Given the points above, there is no extra bias beyond the capability of modelling
with finite data. Bias is inevitable with finite data.

In summary it is of potential interest to address these issues further during our project
because answering to this question could have a great scientific and practical impact, since:

• This question received little attention so far.

• One of the few works that already addressed it can be found in [189, 190]. Their
arguments and reported results questioned seriously the use of chimeric data. One of
the conclusions was that the performances assessed using chimeric databases do not
provide a good estimation of real performances. All in all, the authors of [189, 190]
claim that the use of chimeric data is questionable and can be useless.

• However the use of chimeric data can be acceptable for comparing different algo-
rithms, of course taking into account the implicit assumptions that are necessary
when using chimeric data, i.e. under artificial conditions.

• There is some consensus that anti-spoofing/liveness detection evaluation cannot be
investigated with a database which contains chimeric users.

TABULARASA D2.2: page 56 of 83



TABULA RASA [257289] D2.2: Specifications of Biometric Databases and Systems

It can be summarised that this is a fundamental issue to address further during the
project. This could be one of the contributions (or sub-products) of the TABULA RASA
project, even if it might be a little bit out of the main scope of the project. Therefore we
should collect both chimeric and real data, in order to address some fundamental questions
like:

• Whether and when the use of chimeric data is useful/motivated.

• Are performances achieved with chimeric data reasonable approximations of perfor-
mances achieved with real multi-modal data? Under which conditions?

• Which are proper and theoretically grounded uses of chimeric data?

Ultimately, however, since its use remains somewhat contentious and since it became
clear that it could be easily avoided, it was decided that chimeric data will not be allowed for
the evaluation of baseline systems, neither uni-modal nor multi-modal. Later in the project,
when spoofing and countermeasures are to be investigated, the issue will be readdressed
where necessary.

11.3 Databases

We do not provide a comprehensive review of alternative, existing databases for multi-
modal biometrics since the number of possible biometric combinations and appropriate
databases is too large to be addressed here. In the following we review the various multi-
modal databases that are to be considered in the TABULA RASA project. Not addressed
here is the MOBIO database which is to be used for multi-modal face-voice biometrics and
is described in Section 2.

11.3.1 Database 1: The BMDB database

To obtain the multi-scenario, multi-environment BioSecure Multimodal Database (BMDB)
the reader is referred to the BioSecure Association20. Information about the specifications
of the BMDB database is obtained from [64]. Some further information specific to finger-
prints is provided in Section 6. The acquisition of the BMDB was jointly conducted by 11
European institutions participating in the BioSecure Network of Excellence [65]. BMDB
is comprised of three different data sets, which are:

• Data Set 1 (DS1), acquired over the Internet under unsupervised conditions (i.e.
connecting to an URL and following the instructions provided on the screen). The
modalities included in DS1 are voice and face. DS1 includes data from 971 subjects
in two different sessions.

20http://biosecure.it-sudparis.eu/AB
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Table 4: Biometric data acquired per subject at each session of collection of the database.

• Data Set 2 (DS2), acquired in an office environment (desktop) using a standard
PC and a number of commercial sensors under the guidance of a human acquisition
supervisor. The modalities included in DS2 are voice, face, signature, fingerprint,
hand, and iris. DS2 includes data from 667 subjects in two different sessions.

• Data Set 3 (DS3), acquired using mobile portable hardware under two acquisition
conditions: indoor and outdoor. Indoor acquisitions were done in a quiet room,
whereas outdoor acquisitions were recorded in noisy environments (office corridors,
the street, etc.), allowing the donor to move and to change his/her position. The
modalities included in DS3 are face, voice, fingerprint and signature. DS3 includes
data from 713 subjects in two different sessions.

The three data sets of BMDB include a common part of audio and video data, which is
comprised of still face images and talking face videos. Also, signature and fingerprint data
have been acquired both in DS2 and DS3. Additionally, hand and iris data were acquired
in DS2. Table 1 summarises this information and describes the number of samples acquired
per subject in each session.

Data Set 2 (DS2) is of special interest for TABULA RASA because of the biometric
modes included, in particular face, optical fingerprints and iris. The biometric sensors
employed to capture the signals in Data Set 2 (DS2), as well as some examples of valid
and invalid acquisition samples are shown in Figure 1.
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Figure 3: Hardware devices used in the acquisition of DS2 together with acquisition sam-
ples.

11.3.2 Database 2: The BEED database

The BEED data set constitutes a subset of the data set generated in the ACTIBIO project,
which was acquired within an ambient intelligence facility. Up to 29 subjects go through a
data acquisition protocol within two different scenarios denoted as workplace and office. In
the first one the subject walks around the workplace, whereas in the second one, a seated
subject realises different office related activities, e.g. answering the phone, watching a
video, typing a document on the computer. As a consequence different modalities are
applied to the different activities, i.e. a modality like gait can not be extracted when the
subject is sitting.

The ambient intelligence facility where the ACTIBIO database was acquired took into
account the signals of following sensors:

• Five calibrated cameras: 2 USB cameras (lateral, zenithal for gait recognition), 1
stereo camera (used for gait recognition as well), 1 high resolution Fire-Wire cam-
era (used for face related modalities), and 1 Pan-Tilt-Zoom Camera (used for office
activity recognition).

• A sensing seat based on strain sensors realised by means of Conductive Elastomers
(CE) composites.

• An ENOBIO R© wire-less electro-physiological sensor.

The biometric modalities included in the ACTIBIO database are the following:

• EEG and ECG [192].

• Face Recognition, face dynamic patterns [185].
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• Activity based biometrics [169].

• Sensing seat dynamics [178].

• Gait recognition (different approaches) [180,195].

The BEED database includes data of just 12 subjects, whose data was acquired on
two sessions with 8 repetitions each. Moreover the data to be taken into account includes
only the electro-physiological modalities the authentication results based on the Electroen-
cephalogram (EEG) and Electrocardiogram (ECG) signals [192].

The number of data points in the BEED database is formed by:

• 12*A positive examples (also known as legal authentication examples), and

• 66*A negative examples (also known as impostor authentication examples),

where 66 comes from the number of possible pair comparisons among subjects, i.e.
12*11/2, and A is the number of analysed activities of each scenario, i.e. around 70 for office.
It is worth mentioning that in this second scenario each modality has its own authentication
rate, i.e. how frequent is the modality able to issue an authentication. Therefore the two
electro-physiological modalities are co-registered before undergoing its fusion. Each of the
examples in the database includes three types of values: the classification score (as a real-
valued number), the decision result obtained after applying a modality dependent threshold
(as a binary value), and the confidence of the classification (as a real-valued number).

A detailed specification of the BEED database can be found in [202].

11.3.3 Selected databases and multi-modal combinations

Given the different use cases to be implemented involving multi-modal databases, we have
decided to select different databases depending on the corresponding use case. In the
following we list the specific combinations that will be investigated in a multi-modal context
and the database which has been selected in each case.

• 2D face + voice: this work will be performed using the MOBIO database which is
described in Section 2. The relevant use case in this instance relates to the access
control.

• 2D face + fingerprint: to be undertaken using the BMDB database which is described
in Section 11.3.1. The use case relates to border control.

• 2D face + 3D face: again related to border control and to be investigated using the
FRGC which is described in Section 3.1.2.

• EEG + ECG: to be undertaken with the BEED database described in Section 11.3.2.
The use case relates to a telepresence brain computer interface.

Full details of use case scenarios is reported in D2.1.
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Figure 4: Block diagram of the fusion module for the design phase.

11.4 Systems

Once again, there exist many different systems that are suitable for score-level, late fusion.
They are not addressed here. Instead we concentrate on the two different fusion systems
that will be considered in the TABULA RASA Project which are both described below.

11.4.1 System 1: The MITSfusion system

Here we describe the Multi-modal system based on Iterative Tree of Soft data fusion oper-
ators (MITSfusion) system for authentication [197] which was developed and implemented
during the ACTIBIO21 project. The main goal of the fusion module is the generation of a
fusion result from a multi-modal input set following a pattern recognition approach. Its ba-
sic functionality is mapping the outputs of the modalities set into an output characterising
the authentication of the subject, whose identity is being evaluated.

The fusion module presents two different architectures, which are devoted to the phases
denoted in the following paragraphs as design and recall. While the design phase archi-
tecture includes training, the other structure is recalled on-line when the authentication
system based on MITSfusion is working. The assessment undertaken in the design phase is
used for setting up the fusion module recall structure. The aspects that need to be assessed
in the design phase include: which fusion operator is going to be implemented, which are
the optimal parameters of this operator, whether the optimal parameter set need to be
adapted either to the subject or not by taking into account the achieved performance lev-
els, and which additional operations besides the fusion do have to be implemented. Once
these questions have been answered, a fusion module can be implemented for recall.

As it can be observed in Figure 4 the fusion module employed in the design phase
is formed by three different sub-modules. The first one undertakes the time registration
of the modality inputs. Time registration is necessary in order for these values to be

21http://www.actibio.eu:8080/actibio

TABULARASA D2.2: page 61 of 83



TABULA RASA [257289] D2.2: Specifications of Biometric Databases and Systems

Figure 5: Illustration of the difference between the multi-modal fusion fusion (in red) and
the time domain fusion (in magenta) on the exemplary case of EEG (green) and ECG
(blue) registered data.

synchronised. Since in the final application the fusion request is issued by the central unit
with already synchronised data, this stage is only needed in the design phase.

Once the time registration has been undertaken, we can realise the fusion itself. There
are two types of fusion: multi-modal and time domain fusion. In the first case we fuse the
results of the modality authentications for each time sample (see Figure 5). This operation
is expected to take advantage of the redundancy or complementarity [196] among the
different modalities in order to improve the robustness of the fused authentication. In the
fusion across activities the fusion tries to improve the authentication robustness based on
another rationale. On the course of time it is expected that the identity of the user will
not change. This will only take place if the user has been substituted (normally in a forced
manner), what should be detected by the system. Therefore the time domain fusion should
ensure the smoothness of a change in the authentication result. The MITSfusion is focused
in the multi-modal fusion. For this purpose a fusion methodology has been developed and
implemented based on the application of fusion operators (see Section 11.1).

The multi-modal fusion has been implemented by a so-called iterative fusion operator
tree. The application of this iterative tree attains solving the problem of receiving inputs
of changing dimensionality, i.e. because of the aforementioned dependence of the authen-
tication capability of the different modalities on the activity realised by the user. This
problem can be solved through the associativity of the corresponding aggregation opera-
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tors as first stated in [172]. The fulfilment of such a property ensures that an operator
can be applied on vectors of changing dimensionality from a mathematical point of view.
However from a practical point of view this is not always necessary (or possible). Being
the applied operators defined in the unit hypercube, it is possible to iteratively apply the
selected fusion operator on pairs of the input variables. Furthermore the iterative fusion
operator tree presents the property that the iterative computation can be stopped when a
missing value appears, i.e. when a modality is not capable of authenticating the user for a
particular activity.

This methodology will be denoted herein as building an iterative fusion operator tree.
An iterative fusion operator tree is a generalisation of the recursive extended aggregation
functions [171, 175], i.e. it does not always result from the application of the recursive
extended aggregation. This will apply only if the fusion operator taken into account is as-
sociative. If the operator is associative, the result will be equivalent to this resulting from
the application of the operator to the input variables all at once. However if the overall
result is performing with sufficient reliability, we can ignore the mathematical theoretical
aspects. Nevertheless the iterative free operator tree presents a property that complicates
the fulfilment of the associativity. The parameters of each node (pi) are selected for each
pair of input variables. The selection results from an extensive search in the parameter
space of the corresponding fusion operator. Here the search targets the maximisation of
the Area Under the Curve (AUC) after the fusion of each pair. While the design phase
includes this extensive search procedure, the authentication phase includes an iterative
fusion operator tree and the optimal parameters. In the following we describe the interface
and functionality of the MITSfusion system.

Input
All biometric modalities will provide the same output that will be used by the fusion
module as input:

• Binary decision (0 not authenticated or 1 authenticated).

• Authentication score (real value between 0 and 1).

• Confidence (real value between 0 and 1, or -1 in the case the modality does not
provide data. A modality might not provide data because it is not used, as the
sensing seat if the subject is walking, or because the activity was too short for a
given modality to perform the authentication).

If the fusion is subject based or based on a temporal parameter (e.g. which activity
the subject is undergoing) we may need a connection with a database in order to retrieve
the multi-modal signature, which include the fusion parametrisation. Alternatively these
parameters could be stored in a file in the same fusion module and thus the connection
with the database would not be necessary. An alternative for implementing a fusion based
on a temporal parameter relies on the usage of the confidence measures delivered by the
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modalities, since these measures might change on the temporal domain.

Output
The fusion data centre will deliver the following values:

• Binary decision (binary value: 0 not authenticated or 1 authenticated).

• Authentication Score (real value between 0 and 1).

• Confidence (real value between 0 and 1 or -1 in the case the fusion can not be
computed, e.g. no available input data).

Functionality
For each authentication procedure each modality provides 3 values to the fusion module.
The modalities that cannot perform the authentication provide a confidence value of -1
(the decision and classification score can be set to -1 as well). In other words, all modalities
will provide some values to the fusion module even if the modality itself is not working
or cannot perform the authentication in the given amount of time. This condition implies
that the dimensionality of the fusion operator will change over time, so that we should
ensure that fusion operators are capable to cope with inputs of changing dimensionality.

The fusion will finally output a binary decision, a confidence level and the authentication
score based on the application of an iterative fusion operator tree. The fusion operator
to be used will be selected based on performance evaluation in the design phase. This
evaluation will be conducted on off-line data provided by the modalities.

11.4.2 System 2: Multi-modal biometric verification systems

Fusion of multiple matchers is a reasonable and powerful solution aimed to increase the
performance of personal verification systems based on biometrics [157]. The general claim
is that different biometrics exhibit complementary and non correlated characteristics which
can be exploited at different levels. The most widely adopted scheme is the so-called ‘score-
level’, based on the combination of their scores. To this aim, a normalisation step is often
necessary to better adapt the genuine and impostor distributions of different matcher.

These systems generally assume the ‘independence’ or ‘uncorrelation’ among matching
scores of biometric involved. Since it is difficult to derive a ‘physical’ correlation among
different biometrics of the same individual, neither theoretically, nor experimentally, this
assumption has shown to work in many cases. This aspect has found several experimental
confirmations in the last years [157,161–164].

Another point is that multi-biometric systems are generally claimed ‘intrinsically ro-
bust’ against spoof attacks: an attacker would need to replicate all biometrics in order to
crack the system.

In this Section, we present several parallel and serial score-level fusion rules which
UNICA will use for testing ICAO and non-ICAO multi-modal biometric systems, with and
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without spoof attacks, in WP3 and WP4.

Likelihood ratio rule
The so-called Likelihood Ratio Rule (LLR) [161] is based on the estimation on the ‘joint’
probability of genuine users and impostors class, if multi-modal biometrics are used. Ratio
between genuine and impostors distributions defines a novel value, usually indicated with
λ, Final decision is made as follows: if λ > λ∗ genuine users class is associated to the input
biometrics, otherwise impostors class is associated. λ∗ is the threshold value defining the
operational point adopted.

This LLR can be modified in order to become a serial fusion rule [166], by progressively
estimating LLR of first ith biometric scores.

Fixed score-level fusion rules
A set of so-called ‘fixed’ score-level fusion rules will be implemented by UNICA. These
rules are called ‘fixed’ because they are non-parametric rules [162]. Therefore, they do not
require separate data sets for estimation of parameters. The aim is to compute a fused
matching score in order to take the final decision by standard thresholding.

Adopted fixed rules by UNICA are [162]:

• Simple average rule (SA).

• Simple product rule (SP).

• Bayes rule-like fusion (B).

• Max rule (MAX).

• Min rule (MIN).

Trained Score-level fusion rules
In general such rules require the estimation of a set of parameters, each one associated to a
certain matching score provided by the related biometric system. The estimation of above
set depends on the availability of a separate data set. This motivates the fact that these
rules are called ‘trained’.

Adopted trained rules by UNICA are [162,163]:

• Weighted average rule (WS).

• Weighted product rule (WP).

• Logistic-based fusion (Perceptron) (P).

Serial fusion of multiple matchers (SF)
In this rule, the subject submits to the system the first biometric which is processed and
matched against the related template. If the resulting score is more than a predefined
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upper threshold, she/he is accepted as a genuine user. If the score is less than a predefined
lower threshold, she/he is rejected as an impostor. Otherwise, the system requires a second
biometric. The same approach is followed until the final matcher is reached. On the basis
of it, the subject is finally accepted or rejected by a simple threshold [164,165].

TABULARASA D2.2: page 66 of 83



TABULA RASA [257289] D2.2: Specifications of Biometric Databases and Systems

12 Summary

This document describes the numerous different biometric databases and systems that
will be used within TABULA RASA for evaluation purposes. They will be used for the
evaluation of baseline systems, spoofing attacks and countermeasures later in the project.

Databases have been selected according to current trends for each biometric and on
account of their familiarity. In most cases, particularly for ICAO-biometrics, there are
standard, large and dedicated, publicly available databases. They have been used where
appropriate and will provide for reliable, meaningful results which are easily compared
with others’ work with minimal effort being spent on adapting existing systems to new
data and protocols. This will allow us to concentrate effort on the spoofing threat and
countermeasures which form the heart of the TABULA RASA project. In some cases,
however, particularly for the more experimental biometrics, publicly databases either do
not exist or are not of sufficient size or appropriate for this work. In this case the document
outlines how proprietary datasets will be used or how new data will be collected.

Biometric systems are those used by each partner in previous work and are state-of-
the-art. The document outlines each biometric system with a brief account of the setup in
each case. No evaluation work is reported in this document; an assessment of their baseline
performance will follow in Deliverables 3.1 and 3.2.

Also reported are the databases and fusion systems that will be used for multi-modal
work, together with an account of the state-of-the-art in data fusion. Arguments related
to the use of chimeric data from so-called virtual users are presented. All of the baseline
evaluation work aims to use non-chimerical, i.e. genuine users, and the multi-modal datasets
have been carefully selected in accordance with the use cases and various multi-modal
combinations in order to avoid the use of chimeric data.
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