Hand Posture Recognition in a Body-Face centered space
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ABSTRACT

We propose to use a neural network model to reaognize a
hand posture in an image. Hand gestures are segmented
using a space discretisation based on face location and
body anthropometry.
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INTRODUCTION

LISTEN is a red-time mputer vison system which
deteds and tracks a face in a video image [2]. In this
system, faces are deteded, within skin color blobs, by a
modular neura network. This paper deals with a LISTEN
based system using hand posture recognition to exeaite a
command. In order to deted the intention of the user to
isale a command, "active windows" are investigated in the
body-face space When a skin color blob enters an "active
window", hand posture reaognition, using a spedfic neural
network for each hand posture, istriggered.

THE BODY-FACE SPACE

We map over the user a body-face space based on a
"discrete space for hand location" [4] centered on the face
of theuser asdeteded by LISTEN.

Figure 1. Body-face space

The body-face space (Figure 1) is built using the
anthropometric body model expressed as a function of the
total height (Figure 2) itself calculated from the faceheight.
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Figure 2. Anthropometric body model

In our images, faces and hands have small sizes. Therefore,
hand posture recgniti on becomes a hard task.

THE NEURAL NETWORK MODEL

Neura networks, such as discriminant models [5] or
Kohonen features maps models [1], have previously been
applied to hand posture reagnition. In this work, we
propose to use a neura network mode aready applied to
face detection: the mnstrained generative model (CGM) [3]
(Figure 3).
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Figure 3. Congrained generative model

The goal of the mnstrained generative learning isto closely
fit the probability distribution of the set of hands using a
non-linear compresson neural network and non-hand
examples. Each hand example is remnstructed as itself and
each non-hand example is constrained to be recmnstructed
as the mean neighbourhoad of the neaest hand example.
Then, the dasdfication is done by measuring the distance
between the examples and the set of hands.



RESULTS ON OUR DATABASE

A small set of hand postures was leded: A, B, C, Five,
Point and V. A database of thousands various images with
both uniform and complex backgrounds was built. The
window sizes for each posture ae: 20x20 for A, 18x20 for
C and Five, and 18x30 for B, Point and V (Figure 3). Then
images are tested at different position and scale in order to
frame the hand posture.

Figure 3. Images form our test database
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Most of the database was used for training and the
remainder was used for testing. Although the images with
complex backgrounds are more difficult to lean, the CGM
achieves a good remgnition rate and a small false alarm
rate (Table 1 and 2).

The CGM was also tested on the Jochen hand posture
galery [6]. This database @ntains 128x128 gey-scale
images of 10 hand signs performed by 24 persons against
uniform light, uniform dark and complex backgrounds. We
only tested the A, B, C and V postures (Figure 4).

Table 3: Mean results on Jochen gdll ery with uniform

backgrounds
Postures | Number of | Mean detedion Mean false
images rate aarmrate
AB,CV 191 937 % 1/25,641

Table 4 : Mean results on Jochen gdll ery with complex

backgrounds
Postures | Number of | Mean detedion Mean false
images rate aarmrate
AB,CV 96 84.4% 1/15,873

Tablel: Mean results on our test database with uniform

backgrounds
Postures | Number of | Mean detedion Mean false
images rate aarmrate
AB,CV 241 938 % 1/11,111
AtoV 382 934 % 1/11,904

Table 2 : Mean results on our test database with complex

backgrounds
Postures | Number of | Mean detedion Mean false
images rate aarmrate
AB,CV 165 74.8 % 1/18,867
AtoV 277 76.1% 1/14,084

The false darm rate is of prime necessty to evaluate the
performance of the system, and must be small comparing to
the number of tests in a image. At the present time, the
false alarm rate on various images containing no hands is
around 1false darm for 27777 tests.

RESULTS ON A BENCHMARK DATABASE

The CGM applied to hand posture reaognition gives
satisfactory reaognition results (Table 3 and 4) on this
benchmark database. These results can be improved by
adding more non-hand examples in order to lower the false
alarmrate.

CONCLUSION
Work isin progressto integrate the hand posture detedion
and the body-face spacein anew LISTEN based system.

A future work is to supdy LISTEN with a hand gesture
reagnition kernel based on stroke detedion and motion
anaysis.
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