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1 Introduction

One of the major goals in AMI is the deeper understanding efdfnucture and content of meetings and ways
to make this information accessible. Building on the workAi?4 which is mainly concerned with signal-level
analysis, this report summarizes the work in WP5 on highai lenalysis in the first eighteen months of the AMI
project. Analysis is done on multiple levels with an empblasi segmentation, structuring and indexation. Based
on the information extracted from meetings, we have alstestavork on accessing the indexed documents and
generating extractive as well as abstractive summaries.

This deliverable attempts to summarize a multitude of warkelin close cooperation across a large number
of topics and project partners. Some of the work has beerighga already and is included here with appropriate
editing to integrate it into the deliverable. The documsrirganized as follows:

1.1 Overview

The first sections () on segmentation and structuring digtaivork done on
e dialog acts,
e addressing information,
e dominance detection,
e topic detection,
e named entity recognition,
e propositional content,
e argumentative structure,
e chunking and
e meeting group actions

On most levels, the two aspects of segmentation and claggifis (or recognition) go hand in hand. For each
level, we have already worked out approaches for the evatuaf our components, these mentioned in section
2. Access to information in meetings is supported in twéedint ways in WP5: information retrieval methods
and summaries. Information retrieval is based on indeximbkeeyword spotting approaches which are reported in
sectiorIB. Further work on retrieval is published.in [20Jn8naries are generated with two different approaches:
extractive (see sectidnll4) and abstractive (see sdcflonM@timodal summaries will eventually be supported
by methods for automatic video editing, see sedfidn 16.



2 Dialog Acts

The set of dialog acts used in AMI was developed in WP3. Beyeddefinitions, the annotation marflial
addresses many possible misunderstandings and provitiiedeguidance for determining the correct dialog act
and segment boundaries. Details on the discussion can hd touthe AMI project’s wild.

The following sections [[211E=2.6) are an adaptation of thepepa‘Towards a Decent Recog-
nition Rate for the Automatic Classification of a Multidins@nal Dialogue Act Tagseét by
Stephan Lesch, Thomas Kleinbauer and Jan Alexanderssochwivias presented at thedth WS
on Knowledge and Reasoning in Practical Dialogue Systemts IJCAI 2005 in Edinbourgh (see
http://www.csse.monash.edu.au/ Ingrid/IJCAIU5dialog ueCFP.html ).

The paper presents some ideas and examinations on sét@ititogue act classification using multidimen-
sional dialogue act labels, based on the ICSI meeting capdshe associated MRDA tag set. Some statistics of
this corpus and preliminary results of a statistical tadgethe dialogue act labels are shown. Finally, a proposal
for a more realistic interpretation of these results is @nésd. The work is motivated by the need for a (statistical)
dialogact classificator for the knowledge-based summigmizperformed in WP 5. Due to the initial lack of AMI
data, it has been agreed to use the ICSI meeting corpus.

2.1 Introduction

A crucial capability of automatic speech processing systeno determine the type of an utterance — question or
statement or backchannel, etc. A common way to formalisekihid of information is to compile a categorisation
of dialogue act43, 11] into a set of tags that meets best the requiremenkeafriderlying task. With such a tagset
it is possible to annotate a corpus of sample dialogues wd@atithen be used as training material for a statistical
classifier.

The ICSH meeting recorder projedt|[6], has developed a corpus atintaroughly 72 hours of recordings of
actual meetings. The corpus is fully annotated with a minftechsional tagset, which we will refer to as the MRDA
tagset in this paper. A dialogue act in the MRDA set consibts general tag, e.gstatemen{s) and up to seven
special tags that provide additional facets. For exampleJdbelgy'rt stands foryes-no questiowith rising
tone

A straight-forward way to use the MRDA tagset for automagioagnition would be to treat each possible label
as a monolithic unit, i.e. ignore the underlying multidirsgmal structure and instead understand a label merely as
a string of characters. Then, after choosing a set of femtanmd training the classifier, one can evaluate the quality
of the classifier using traditional metrics like e.g. reeaitl precision.

Such a view, however, implies discarding useful structimrmation for both the classification process as
well as for the evaluation. It is clear for instance that ti@datjue actgly andqy’rt are related. Therefore, if a
gy’rt -utterance is misclassified, it makes a difference if it wassified agly or ass - the latter did not even get
the generaltag correct. This effectis not reflected by ti@utl recall and precision measures where a classification
is either correct or incorrect. Conversely, one expectforined classifier which utilises the multidimensional
properties of the MRDA tagset to yield better recognitioresathan one that does not.

To verify this hypothesis, we take a closer look at the ICSpos. An initial investigation shows that only
82 labels occur more than 100 times and that the vast majfritye total 2050 labels occur just a few times (see
figureld). Consequently, it is very hard to use these rarefactdassification.

We have made some preliminary classification experimerdsrained a maximum entropy classifier using
20000 utterances from the corpus and different variatidnthe tagset. This classifier was tested on a set of
14512 different utterances. We achieved 51.3% correcsitileetions. However, a more detailed analysis of the
classification results reveals that there are another 28f2Jassifications which are assigned a less specific label,

1The current version can be founchep://wiki.idiap.ch/ami/DialogueActs7action=Attach File&do=get&target=dialogue-
act-manual.0/]ul05.2220.pdf

2http:/iwiki.idiap.ch/ami/DialogueActs
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rank dialogue act count | percent
1 S 25684 23.03
2 b 14467 12.97
3 th 6160 5.562
4 s"bk 5674 5.08
5 S"aa 4626 4.15
29 b.% 511 0.46
30 % 460 0.41
42 h 263 0.24
50 hls 193 0.17
83 s'm 100 0.09
1057 | qy’bu'csdrt 2 0.000018
1058 s"ar’bd|% 1 0.000009
2049 | qy'qcsdrt 1 0.000009
2050 | s:s"bk|s’rt 1 0.000009

Table 1: An excerpt from the dialogue act frequencies fol @& meeting corpus (Version 040317).

i.e., the correct general tag, but some special tags arengisédditionally, 3.6% of the classifications are too
specific, i.e., some special tags were assigned which aggres¢nt in the human annotation. Another 5.8% were
“neighbours”, which means they share a common supertypén@tance, the general tag) with the correct label.

We conclude that there is on the one hand room for improvesnainthe classification and the metric for
evaluation could be developed to account for the “almost-hi

In our efforts to enhance the classification results, weegmesn algorithm that automatically prunes the number
of classes. The usage of such an algorithm is only then valelguirements from the application at hand are
incorporated, i. e., , if the application relies on the pnsseof a certain (additional) tag, this tag cannot be pruned.

The paper is organised as follows: the next section desctiteeMRDA tagset and a simplification thereof—
the MALTUS tagset. In sectidn 3.3, we discuss some of theadharistics of the ICSI meeting corpus and show
how a classifier improves as the amount of training data asae. Section d.4 details the measures used for the
evaluation of classifiers and proposes a hew measure. Theeetion describes the classification experiments.
Finally, in sectior 26 we conclude the paper and providesshuture directions.

2.2 Multidimensional Tagsets

The labels of a dialog act tagset are not necessarily mmédsional. The Verbmobil System, for example [1],
used a small set of roughly 30 tags tailored to its particafgplication, the automatic translation of telephone
negotiations. Examples of the Verbmobil tags are greet, iby@duce, request, suggest.

Multidimensional tagsets, on the other hand, allow to aatesseveral aspects of an utterance. The DARMSL
tagset, for instance, defines four aspects: the commuvecsttatus, the information level and the forward and

4Dialogue Act Markup on Several LayerS, [2]



backward looking function of the utterance. A variant of DRMSL tagset, the SWBD tagseti [5], was used for
annotation in the Switchboard project; the SWBD tagsetjin,tserved as the basis for the MRDA tagskt [9].

The MRDA Tagset

The “Meeting Recorder Dialogue Act” tagset was used to atedhe ICSI meeting corpsLabeIs consist of a
general tag, which may be followed by one or several speaig &ind a disruption mark, or of a disruption mark
only. The general form is

(<general tag- ("< special tag-)?) (.<disruption mark-)?
with the following tags:

e General tags are statement (s), questions (qy/qw/qrégatiy, backchannel (b) and floor management
(fg/th/h).

e There are 40 special tags describing backchannels, mmsitegative or uncertain responses, restatements
(repetitions or corrections), politeness mechanisms #metr dunctions.

e Disruption forms are “interrupted by other speaker’{¥@and “abandoned by speaker” (%-). Two other
tags, “indecipherable” (%) and “non-speech” (x), are ideld in this group.

Furthermore, there are two kinds @dmpound labelsSome utterances consist of two closely adjoining parts
which constitute two DAs: e.g., a floor grabber followed byta@eament can be annotated by a compound label
fg |s. The other case is quoted speech, where labels are comtdmedeaucolon (e.gs:s ).

S h b qy fh %
TV
s’m  s"bk st saa Hs b.% gy bu gy’cs qyd qy’rt
s:s’b gy’bu"cs qy’bu™d qy"bu “rt qgy'cs’d qy'esTrt qy’drt
s:s"bk]| s™rt gy’bu’cs™d gy bu’cs’rt gy bud’rt gy'cs™d’rt
qy’bu"cs™drt

Figure 1: The lattice formed by the MRDA labels shown in tdBlleLabels are ordered by the subset relation.
Compound labels. e., , two labels combined with™or “:", are daughters of the two separate labels. Note that
only the parts of the compound labélere used in the classification experiments.

The MALTUS Tagset

MALTUS, introduced inl[9], is an attempt to abstract from MBDA tagset in order to reduce the huge number of
possible labels. Several groups of MRDA tags were grouptddane MALTUS tag, and some MRDA tags were
dropped altogether. An utterance is marked either as upiible (U), or with one general tag (tier 1 tag, T1)
and zero to five special tags (tier 2 tags, T2). Also, a disoaphark (D) may be appended. The general form of a
MALTUS label is

5Seehttp://www.icsi.berkeley.edu/Speech/mr/
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(U|T1°T2)? (.D)?
with the following tags:

o tier 1 tags are statement (S), questions (Q), backchanhah@floor holder (H).

e tier 2 tags are response types (RP/RN/RU) attention (ATiprs (DO), restated information in corrections
or repetitions (RIC/RIR) and politeness (PO).

2.3 Some Corpus Characteristics

The experiments presented are based on the the ICSI meetipgsd[7], a collection of 75 meetings of roughly
one hour each.

The corpus is available as text files. Each line describesitireance: the transcribed text, the start and end
times of the utterance, the time alignments of each wordertrignscription, the DA label, the channel name and
(optionally) adjacency pair annotation. However, the filesiot contain syntactical or semantic information, POS
tags or any phonological features.

The MRDA tagset theoretically allows up to several milliaffetent labels, but only some thousand of them
actually occur in the corpus: the 04/03/17 version of thgoaercontains 112027 utterances with 2050 different
DA labels. Some of these labels are compound labels of tmedtr, we split these utterances and obtain 118694
utterances with 1256 different labels. Some utterancesxgicitly marked as non-labelled (z), and some are not
labelled at all; these utterances and their successorgaoeed, leaving 116097 utterances from which we take
the training and testing material.

Distribution of general categories over the ICSI corpus

When we map the MRDA labels to the five basic categories (stés, questions, backchannels, floor man-

agement and disruptions) in what we call “classmap 1", wetlsatethe frequencies of these categories are very
unevenly distributed - statements make up more than halfeofitaterial (See tablg 2). Note the descending order
in the number of training examples for statements, backoblanfloor managements and questions, and how this
order is reflected in the recall for these classes in a five-aclassification experiment using classmap 1, see figure

Category gen. tag % | classm.1 %
Statement 76073 | 64.09 66640| 56.14
Backchannel 15178| 12.79 14624 | 12.32
Floor 12276| 10.34 12235 10.31
Question 8522 | 7.17 7374 6.21
Disruption 4113 | 3.47 15289 12.88
Z(nonlabeled) 2442 | 2.06 2442 | 2.06
X(nonspeech) 90 | 0.08 90 | 0.08
> 118694| 100% | 118694| 100%

Table 2: Distribution of the main classes over the corpus.

Words and bigrams

We counted the number of words and bigrams over excerpts fn@encorpus with different sizes (with 8-fold
averaging, using raw words without stemming). The logamithplot (see figur&l2) shows that the numbers of
word and bigram features keep increasing with the numbeittefances examined. There is also a constant
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relation between the number of words and the number of utterinitial words—there are about five to eight
times as many words as initial words. A similar relation tsdbetween bigrams and utterance-initial bigrams.
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Figure 2: The number of words and bigrams for different nuraloé utterances

How much training data do we need for a classifier?

With the specification of a new (MRDA-like) tagset for a cosmf meetings in mind, we were also interested in
how much hand-annotated training material is needed tdrotdacent” classification using a statistical model.
We found that the learning curve begins to flatten out at rou@B000 utterances, but keeps rising with more
training data. This observation (see figlke 3) holds for thieskt of MRDA labels, as well as when we map them
to MALTUS labels, or to the five basic classes (using the “siaap 17).
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Figure 3: Recall (percent) for MRDA and MALTUS labels, and BIR mapped with classmap 1, with different
sizes of the training set. (linear and log scale, using d-¢obss-validation, 2-fold for MRDA with 101584 training

utterances)
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2.4 A New Metric for the Evaluation of Classification Results

Usually, classification tasks are evaluated using the gicecand recall metrics:

Precisior(l) := %
Recalll) := %rcst((ll))

whereoccurgl) is the number of times the labkbccurs in the human annotation of the test corpagged])
is the number of times it was assigned by the classifier,amcbct(l) is the number of times it was correctly
assigned.

The recall values given in the experiments are the totallreeer all labels:

v correct(l)
¥ occurgl)

However, these are binary metrics which do not consider #se that the assigned label is incorrect, but very
similar to the correct label. For instance, the latigl marks a statement with rising tone; we can hardly recog-
nise this properly as we do not use phonological featuresvader, many such utterances will be tagged as
(statement). By defining a similarity metric between dialegcts, we can include such cases in the evaluation of
the classifier.

One way to define such a similarity metric is to order the latiela hierarchy according to the sets of tags
which make up the labels. For MRDA labels, this means we haveral hierarchies with a general tag at the top
(see fig.[l). Using such hierarchies, we can check if the *tialgel and the classifier output have a least upper
bound (lub). If there is one, there is at least some relatiprizetween the labels. As we found in our experiments,
in most cases where the lub exists, the classifier outputdenspecific, i.e., some special tags are missing. Using
this concept, we define a distance metric between two ldb&lg§a true label) andDAC (a classifiedabel):

Recall:=

1 848 if pAlub exists

SCORREX,y) := ~ xdepth Q)
0 otherwise
minPath(x,y) := shortest path between x andy (2)
5 := |minPati{DA®,DA"P)| (3)
3" := |minPat{DAT,DA"P)| (4)

13



For our experiments with MRDA and MALTUS labels, we detpthto 5 (with the current ordering of the labels in
the ICSI corpus as shown in figuke 1, the maximum distancedsmtwdlub and a label is 5); thus the denominator
is 10, and a BoRREOf 0.9 means that the shortest path between two labels ini¢ngbhy has length 1.

For a test of a classifier with utterances, true labeBA" and classified labeBAC, we define

5T, SCORRE(DAT , DAT)
n

SCORRACY =

We motivate 8ORREDby its similarity tofScorebetween two multi-dimensional labels (see also [8]). Cinsi
ering labels as sets of tags (e.g. s’r{ast}) allows us to define precision and recall for a true |abal and a
classified labeDAC by using their intersection. Let

DA' := DA"NDAC (5)
& = |DA®|— |DA'| (6)
d" := |DAT|—|DA| 7)

For the normal labels in fidd DA' is equivalent tdDA'?, and the set-differencé8 anddC are equivalent to the
distances defined iftl(3) arid (4). Now we can defirezision recall andfScorefor a pair of labelDAT andDAC:

- DA! C
precision := | |:1— 0
|DAC| |DAC|
recall = |D—AI|:17i
|DAT| |DAT|
2% precisionk recall
precisior+ recall
_ ¥
|DAT| + |DAC|

fScore =

Note the denominators: the distances are normalised toizbe sf the true and the classified labels. Con-
versely, $ORREsimply normalises to a constant chosen to ensure that ityalyialds a value between 1 and O.
Consequentlyprecision recall andfScoredetermine which fraction of the output of a classifier is eoty while
ScoRrRREand SORRACY tell us how much it deviates from the ground truth.

In the following example, testing a classifier on 14512 atees has resulted in 7823 correct and 4038 ap-
proximately correct classifications:

utterances | yScorre| avg.
correct 7823 | 53.9% 7823 | 100%
approx.correct 4038 | 27.8%| 3542.3| 88%
all 14512| 100% | 11365.3| 70%

Since each correct classification contributes 1 to the &talRRE and incorrect classifications do not con-
tribute at all, the 4038 approximately correct classifimasi contribute 3542.3, or 88% on average, i. e., the average
distance to the correct label in these cases is 1.

It is clear that this metric is highly dependent on the hiegirof labels. Measuring the difference between
labels by the length of the minimal path between them implied we consider the edges in the hierarchy as
representing equal differences between the content ala¥éthout this assumption, one might introduce weights
for the edges and defi® andd" as the sum of the weights on the cheapest path.
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2.5 Classification Experiments

In this section, we report some classification experimerits the complex MRDA/MALTUS labels (that is,
without regard to the internal structure of the labels)ngsin off-the-shelf maximum entropy classifier package
for Javdl

A maxent model is trained from a set of examples, which comdishe features of an input utterance and
its DA label (the class of the input). The resulting model siéfeaturelabel) pairs to weights indicating how
strongly the presence deaturepredictslabel.

We used the following features:

o word features: the words occurring in the utterance, th@lrand final words, and the initial words of the
following utterance

e word bigrams: the bigrams occurring in the utterance, aaditterance-initial/final bigrams
¢ the length of the utterance

e temporal relation features indicating whether there is@spano pause or an overlap between the current
utterance and the preceding/following one

o features indicating whether the current utterance is tiggnbpéng, or ending, or in the middle of a speaker
turn

o the DA label of the preceding utterance

Note that some of these features are forward-looking. Weldvwoat want to use such features in a dialogue
system which is required to react to a user’s input; in a mgegprocessing application, however, we can expect to
be able to use at least the immediate context of an utterte. that we did not use any phonological features.
Features, like stemming and part-of-speech informationlevbe desirable.

We ran a series of classification experiments using theraidiRDA labels, mapping the MRDA labels to
MALTUS labels, and finally mapping the MRDA labels to the five@gories “statement”, “question”, “backchan-
nel”, “floor management” and “disruptions” (the “classmdjp 1

With MRDA and MALTUS labels, we find that only the most freqi¢etbels occur frequently enough to be
recognised reliably, or to have a significant influence otirtgsesults.

Out of the 1256 MRDA labels, there are only 80 which occur ntbes 100 times. However, these 80 labels
make up 111496 of all 118694 utterances (94%). There are P&hweccur 10 times or more. This means that
about 80% of the labels occur only one to nine times; theseldadre almost never correctly recognised. Thble 3
shows results of one classification experiment: by simpiygighe labels as-is, we get approximately 51% correct
classifications, and another 29% approximate classificatio

With MALTUS labels, we have significantly less labels (81ndaheir distribution over the corpus is less
uneven: there are 23 labels which occur more than 100 tinnels42 which occur more than 10 times. When we
train a classifier for these labels, we see that mostly thddehmoccur more than 100 times are reliably recognised.
Table[ shows the results using the same training/testindpsewith the labels mapped to MALTUS labels. We
can see that more utterances are correctly classified (§7tE¥ with MRDA labels, and the sum of correct and
approximately correct classifications is higher as welB.286).

[4] reports a similar classification experiment withoutrdjstion marks and with a slightly different version of
the MALTUS tag set and different features, achieving 73.2%ugacy.

The maximum generalisation of the tagset which can stilldresidered useful is to map all labels to one out
of five classes: statements, questions, backchannelspfimoagement and disruptions. (Actually, there is a sixth
class, “X” for non-speech noises. However, it is very rave) tried two variants of such a mapping:

6The Maximum Entropy Classifier by the Stanford NLP Departinavailable frommip.stanford.edu/downloads/classifier.shtml
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event type MRDA | MALTUS

correct 51.0% 67.1%
overspecific 3.6% 2.7%
underspecific | 19.2% 11.2%
neighbour 5.9% 2.1%
approx.correct 28.8% 16.1%
total 79.8% 83.2%

Table 3: Classification results using 20000 utterancesaasirig material and 14512 for testing, 4-fold cross-
validation

e One variant (the “classmap 1”) comes with the documentdtiathe ICSI meeting corpus: this mapping
prefers disruptions in some cases - for instance, a dishgbétement is mapped to D, not S. In this case, we
only get a recall of 78.7%. A similar result—77.9%—was rapdrin 4].

e By mapping each label to one of the five classes accordingtgeheral tag, we have more instances of
statements. The most frequent class which is recognisgawat, with a recall of 91%. This leads to an
increase of the total recall to 83.8%.

e For a four-way classification experiment—discriminatingetances between statements, questions,
backchannels and floor management, and ignoring disrugstiddi] reports 84.9% correct classifications.

An algorithm for the Reduction of the Tagset

The uneven distribution of class frequencies has some éisdgiges when we choose to model monolithic labels.
The size of the model, and the time required to train it, atieeralarge, although most of the classes are almost
never recognised. Therefore, we used the following apprtmeeduce the set of classes.

We define the entropy of a set of DA labels and an annotatedis@p

H = - p(DHlogzp(l)
Iela%els
1 = number of occurrences of |
P o corpus size

and for a mother-daughter pair of DA, d), the loss in entropy whethis mapped ton:

AH(m,d) := p(m)logzp(m)+ p(d)logzp(d)
—(p(m) + p(d))logz(p(m) + p(d))

Then we find the paifm,d) in the current set which minimisésH, and map all occurrences dfto m. This step
is repeated until the set is reduced to a given size.

This method differs from simply choosing thenost frequent classes in that it considers collapses thetsel
pair (m,d) to m, no matter which one has the higher frequency (for instatheelabelgyt occurs 1022 times,
gy only 368 times). Also, the limitation to mother-daughteirpaneans that the labels at the top of a hierarchy
(e.g.qy) are never removed.

The most frequent classification error is that an instanca wiore specific label (e.gs;bk ) is assigned a
less specific labels(, which is counted as an approximately correct classificatiwhen this pair is collapsed
to the less specific one, the same classification would beidenesi correct. This is what happens when we go
from MRDA to MALTUS labels, or even to the 5-way-mapping: wancsee a shift from approximately correct to
correct classifications, while the sum remains the same prawes slightly (in the range between 80% and 85%).
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#das| correct| approx| total | SCORRACY
16 | 81.5%| 0.0% | 81.5% 82%
20| 73.4%| 8.2% | 81.4% 81%
25| 63.5% | 17.7%| 81.2% 79%
50 | 53.4% | 27.1%| 80.5% 77%
60 | 52.3% | 28.0% | 80.3% 77%
70| 51.8% | 28.4% | 80.2% 77%
80 | 51.6% | 28.6% | 80.2% 77%
90 | 51.4% | 28.7%| 80.1% 76%

100 | 51.4%| 28.8% | 80.2% 76%
150 | 51.3%| 28.8% | 80.1% 76%
200 | 51.1%| 29.0%| 80.1% 76%
300 | 51.0%| 29.1%| 80.1% 76%

400 | 51.0% | 28.9% | 79.9% 76%
500 | 51.0% | 29.0% | 80.0% 76%
750 | 51.0% | 29.0% | 80.0% 76%

Table 4: Results (4-fold cross-validation) when the set &@DDA labels is simplified using the entropy-based
mapping.

#das| correct| approx| total | SCORRACY
10 | 71.5% | 11.9% | 83.4% 82%
20 | 67.2% | 16.1% | 83.3% 81%
30 | 67.1% | 16.2% | 83.3% 81%
40 | 67.1% | 16.2% | 83.3% 81%
50 | 67.1% | 16.1% | 83.2% 81%
60 | 67.1% | 16.1% | 83.2% 81%
70 | 67.1% | 16.1% | 83.2% 81%
8l | 67.1% | 16.1% | 83.2% 81%

Table 5: Results (4-fold cross-validation) after mappinBDA labels to MALTUS labels, and then simplifying
using the entropy method. 81 is the full set of labels.

When we use the entropy-based method to define mappings ttesszbsets of the MRDA or MALTUS
labels, we observe a similar effect; it only becomes visitlieen we reduce the set of labels to a very small size
(e.g. 25 MRDA or 10 MALTUS labels). We also observe a smalliovementin the SORREmetric. We ascribe
this to the uneven distribution of the the labels over thguaer Therefore, this way of shrinking the set of labels
does not seem very useful in improving the classificatioruesty; however, it significantly reduces the time
needed to train a classifier, and the space occupied by thelmod

2.6 Discussion and Outlook

We have discussed the task of dialogue act classificatioa foultidimensional tag set. In particular, we have
focussed on the MRDA tag set and the ICSI meeting corpus. ‘keduced a novel forgiving evaluation metric
which utilises a hierarchical view of the tag set. The intuitbehind £oRREis that not hitting the correct tag
can be viewed as more or less wrong. We thus depart from thelittoa view of classification results which has
been used up until now, e.d.,[96]) 12].

We also presented a method to gradually reduce the tag sesh@veed that, for our classifier, the overall
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recognition rate does not change much unless the initiadfdabels is reduced drastically, to 50 for the MRDA

set, or 10 for MALTUS).

Future work includes the following topics:

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 P0Sum
1 o |1 . . . 6 1 . 1. . 9
2 sfaa 338 24 4 40 62 12 494 . 974
3 qo . . . . . . . 1 . . 1
4 % 2 2 . 11 3 53 30 1 2 . 3 3 2 112
5 sbk | . 89 412 . 1 36 42 . 1 . . 15 287 . 883
6 gh| 1 4 26 5 . 5 . 9 50
7 X . . . . 7 2 1 . . . 2 12
8 fh 7 3 659 41 40 11 31 3 23 2 1 57 878
9 fg | . 70 28 . 72 105 16 1 14 3 . . . 21 . 330
10 s| 1 54 29 3 7 7 6148 104 12 . 4 1 37 37 9 76510
11 go'rt | . 1 . . . . . . . . . 1
12 s.%—| 1 . 1 340 102 2 . 1 1 3 . . 3| 454
13 %- 1 26 6 109 12 140 . 8 2 7 2 3 316
14 h . 18 10 1 . . 19 . . . 2 50
15 % 1 26 3 59 23 39 . 29 4 . . 184
16 qrr | . . . 13 . 3 . . 16 1 . 1 . 34
17 qy | 2 5 4 1 245 10 1 . . 1 245 47 1 2| 564
18 b 78 89 2 26 . . . . 8 21891 2393
19 gw 47 4 1 . . . 2 2 97 153
20 sdf | . . . . . . . 447 9 . . . . 3 . 1 144 604
Sums| 6 644 592 7 827 252 7688 . 284 274 27 67 27 344 3143 124| 206
x=y | 1 338 412 4 659 105 6148 . 102 140 19 29 16 245 2189 97 | 144
X#£y | 5 306 180 3 168 147 1540 . 182 134 8 38 11 99 954 27 |62

Table 6: A confusion table for 20 MRDA tags. The labels in tbes are the correct labels, those in the columns
are the classifier outputs. E.g., line 2 column 18 (494) méaats aawas misclassified as 494 times—more
often than it was correctly recognised.

Examining confusion matrices

In our classification experiments based merely on trantenp of the ICSI meetings, there are some dialogue acts
that are often mixed up. In the confusion matrix (tdble 6),hage highlighted three such dialogue act&a
(statement and acceptjpk (statement and acknowledgement) &nghackchannel). These acts are among the
most frequently confused ones, and have been shown beftre hard to distinguish, e.gl, 196]. This is partly
because they share much of their vocabulary (“u-huh”, “yeé&ight”, “okay”, “absolutely”...). To a degree,
they can be distinguished by their acoustic and temporagrtis. For instance, accepts and acknowledgements
usually occur after another speaker has completed a phrasttecance, while backchannels can occur in the
middle of a phrase of another speaker.

When we find such a pair or group of easily confused labels, veeild, on the one hand, try to compare
the definitions of these labels, or the tags in them, in ordéind new features which we can extract from our
training data and which help discriminating between thelsbOn the other hand, collapsing these acts would
possibly enhance the quality of the classification as wdiemgas such a decision has to be taken according to the
requirements from the consumers of the classification.

Classifying aspects separately

In the experiments reported, we train a single classifiecéonplex labels which are actually combinations of tags
representing different aspects of an utterance. This wagt of the rare combinations are nearly impossible to
recognise.
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A different approach would be to use several separate filxssione for each aspect of an utterance. For
MRDA labels, we might use one classifier to decide on the gdéass of an utterance (statement, question, etc.),
additional classifiers for groups of tags (e.g., to deteentire type of a question), and binary classifiers to check
for the presence of independent properties (e.g. rising)tduising separate classifiers for the different aspects, we
might be able to recognise rare combinations of tags moiabig] in particular, it would enable us to recognise
combinations which did not occur in the training material.

On the other hand, however, we would lose information abotretations between tags which is included “for
free” in a single classifier for the complex labels. llh [4],iagde classifier for complex MALTUS labels (which
reached an accuracy of 73.2%) was compared to a combindt@assifiers, which reached only 70.5%.

Feature analysis

The results inl[4] were obtained by using roughly the same<iof features as in this article—words, bigrams
and features indicating the previous dialogue act and teahpwerlap between utterances. Especially for words
and bigrams, further research is necessary, as their nusalenost unlimited. It may prove worthwhile to further
investigate to which degree different features add to tlegalirecognition result. Not only is the memory needed
to store these features reduced, the same argument aldesafgpthe time needed to train the classifier. One
preliminary result is that ignoring words and bigrams witvifrequencies< 10) has almost no influence on the
classification results.

Adding features

The features we use currently are those which are easy tindlden the transcriptions available to us; however,
they are suboptimal for recognising certain types of utteea. As fig[# shows, guestions are the type with the
worst recall, and we expect an improvement if phonologieatidires were included. Also, we would like to include
part-of-speech information.

Improving the modelling

Although our classifier evaluation takes similarities betw labels into account, the maxent classifier package
does not. The training procedure classifies the training datording to the current feature weights and adjusts
the weights to minimise an error function. This function @sbd on the number of incorrect classifications and

does not recognise partly correct ones. We are going tongsednether the quality of the models can be improved

by using an error function which is aware of similaritiesvbegn labels.
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3 Addressing

In this section we present preliminary results on autonmatidication of the addressee of dialogue acts in four
participants face-to-face meetings using Bayesian Nétsvand Naive Bayes classifiers. For training and testing
classifiers, we have developed a small multi-modal corpulsamid-annotated meeting dialogues. The corpus
contains several meetings from the M4 and the AMI pilot dati(ections. Due to the limitation of the available
amount of training and testing data, our focus in the expemnitspresented in this section is not to build a high
performance classifier. The focus is to find appropriate nsdfde addressee classification that can be applied on
the large AMI data set. Our goals are (1) to find relevant femtfior addressee classification using information
obtained from multi-modal resources, (2) to explore to vehxaent the performances of addressee classifiers can be
improved by combining different types of features and (3dmpare the performances of the Bayesian Network
classifier and the Naive Bayes classifier for the task of axewe prediction.

3.1 Addressees and addressing behavior

When speakers design their utterances they assign diffeeamners to different roles. Goffmeln [45] distinguished
three basic kinds of hearers to talk: those who overheathegher not their unratified participation is unintentional
and whether or not it has been encouraged; those who areddiift are nospecificallyaddressed by the speaker
(also called "unaddressed” recipients Goffman [47] or id€ticipants Clark and Carlson_[31]); and those ratified
participants who are addressed. Ratified participantsateipants that are allowed to take part in conversation,
that "have declared themselves open to one another for pasgaf spoken communication and guarantee together
to maintain a flow of words'[46].

Goffman [45] definecaddresseeas those "ratified participants () oriented to by the speakar manner to
suggest that his words are particularly for them, and thatesanswer is therefore anticipated from them, more
so than from the other ratified participants”. Accordinghést it is the speaker who selects his addressee; the
addressee is the one who is expected by the speaker to resplomds invited by the speaker to take the floor.
Addressing is a form of orienting or directing performed kgpaaker.

In meeting conversations, a speaker may address his uteeraithe whole group of participants present in the
meeting, or to a particular subgroup of them, or just to onglsiparticipant in particular. Sometimes the speaker
just thinks aloud or mumbles to himself without really adshiag anybody. Examples of self addressed speech
include utterances such as "Oops!” (after spilling watettantable) or "What else do | want to say?” (while trying
to evoke more details about the issue that he is presentitig)excluded self-addressed speech from our study.
In a group discussion, many of the dialogue acts are simplyesmded to the group as a whole. However, when
a speaker shows by verbal or non-verbal behavior that hedst® affect one selected participant or a subgroup
of participants in particular, and to whom therefore he isrgj primary attention in the present act then we see
that participant or that group of participants as the addre®f the dialogue act that the speaker performs. The
Goffman’s definition cited above fits the initiatives likeeglioning or suggesting rather than the responses like
answering or accepting. In our definition of addressindiract response to a request of a previous speaker who
requested some information or opinion to be provided prim&r him is addressed to that speaker. Sometimes
the questioner may request from the current speaker thatdwedps a response to the group (evghat do you
think about current proposa)? Responses to these types of requests are mostly addtegbedyroup. In some
cases, the speaker can understand a previous requestmasiastio say something more i.e. to clarify, elaborate
or explain the raised issue, addressing the whole group.

In conversations involving more than two people, most atiees are intended to be understood not only by the
people being addressed but also by others. By saying "Whgabddhink of this John?” the speaker not only ad-
dresses his question to John, he @dormsall hearers about the act that he is simultaneously perfagtaowards
John. According to Clark and Carlsan [31], the speaker per$atwo acts with each utterance in conversation
involving more than two people. One is the traditional kiricedted to the addressee (addressee-directed illocu-
tionary act), and the other, call@formativeis directed to all ratified participants in the conversatjoarticipant-
directed illocutionary act). All addressee-directed acesperformed by means of informatives|[31]. Consider the
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following example:

AtoBin frontof C Did you like the book?
B to Ainfront of C yes, very much

Ato Cinfrontof B andyou?
CtoAinfrontof B |liked it too

When A asks B his question, A must also be informing C what laslksng B, otherwise A cannot be certain that
C will understand the questi@and you?

When a speaker A addresses B saying "l think John can tell lyistiwhile it is known by the speaker that
John is present and listening, we say that Jolindgectly addressedy speaker A. The deictically used second
person pronoun 'you' refers to B, the addressee of A's utiega

Addressing behavios behavior that speakers show to express to whom they aressiidg their speech. It
depends on the course of the conversation, the status afiattef participants, their current involvement in the
discussion as well as on what the participants know about etteers’ roles and knowledge, whether explicit
addressing behavior is asked for. If the speaker knows ikaddressee is already attentive to what he says he
does not have to call his attention. Using a vocative is tipfi@kverbal way to address someone. Addressees can
be designated in partially by gestures. In some cases tl&espidentifies the addressee of his speech by looking at
the addressee, sometimes accompanying this by deicticdestdres. A speaker can also exclude certain people
as addresses by turning his back to them. Addresses can aldesignated by the manner of speaking. For
example, by whispering, a speaker can select a single thdivor a group of people as addresses, letting everyone
else know that they are not addressed. Addresses are oftgndted by the content of what is being said. For
example;We have to decide together about the conceptual desiga’suggestion addressed to the whole group.

3.2 Gaze behavior and addressing

Most studies into the function of gaze behavior in convéssal interaction were based on dyadic conversations.
Analyzing dyadic conversations, researchers in conversatanalysis observed that gaze in social interaction
is used for several purposes: to control communication (&ugn-taking), to provide feedback on the reaction
of others, to communicate the nature of relationships (daminant relationship or dependent relationship), to
communicate emotions and to avoid distraction throughdirgiexcess input of information [64, 8].

Recent studies into multi-party interaction, addressedjthestion about functions of gaze in addressing be-
havior. [120] investigated to what extent the focus of visdgention might function as an indicator for the focus of
"dialogic attention” in four-participants face-to-facersersations. "Dialogic attention ” includes attentionileh
listening to a person as well as attention while talking te onmore persons. The empirical findings show that
when a speaker is addressing an individual, there is 77%cehthat the gazed person is the addressed individual.
When addressing a triad, speaker gaze seems to be everilyudési over listeners in the situation where conversa-
tional participants are seated around the table. It is &lsws that on average a speaker spends significantly more
time gazing at an individual when addressing the whole grthgm at others when addressing a single individual.
When addressing an individual, people gaze 1.6 time mor&ewikiening (62%) than while speaking (40%). In
the situation when a triad is addressed, the amount of spgake increases significantly to 59%. According to
all these estimates, we can expect that gaze directionalareggood indicators for addressee prediction.

However, these findings cannot be generalized in the sitosivhen some objects of interests are presentin the
conversational environment, since it is expected that theusnt of time spent looking at the persons will decrease
significantly. As shown in[11], in a situation when a useemacts with a multimodal information system and in
the meantime talks to another person, the user looks masédiihe at the screen, both when talking to the system
(94%) and when talking to the user (57%). Also, another pelsoks at the system in 60% of cases when talking
to the user. This indicates, that gaze is a less powerful@uaddressee predication in the situation when objects
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of interests are present in the environment. [11] also skdh&t some improvement in addressee detection can be
achieved by combining utterance duration with facial aiagion.

In meeting conversations, the contribution of the gazectiva for addressee prediction is also dependent on
the current meeting activity. For example, when giving aspreation, a speaker most probably addresses his
speech to the whole audience, although he may only look aig#esindividual in the audience.

Since it is very difficult to record eye gazing of meeting paEpants, the information about visual focus of
attention can be automatically induced from head oriemttL06, 63].

We explored not only the effectiveness of the speaker’s daeetion, but also the effectiveness of the listeners’
gaze directions as cues for addressee prediction in twatsins: (1) when using only gaze to identify who is
addressed and (2) when combining gaze information withratherces of information.

3.3 Data collection

To train and test addressee classifiers, we developed a sonplis of hand-annotated meeting dialogues. The
meetings were recorded in the IDIAP meeting room in the meseprogram of the M4 and AMI projects (AMI

pilot meetings). The corpus contains hand-annotatedgli@acts, adjacency pairs, addressees and gaze directions
of meeting participants. Each type of annotation is descrih detail in [59].

Our dialogue act tag set is based on the MRDA (Meeting Recdditdogue Act) setl[36]. It is a MRDA
"classmap”, made by grouping the MRDA tags into 17 categorla contrast to MRDA, where each functional
utterance is marked with a label compound of one or more tags the set, each functional utterance in our DA
schema is marked as Unlabeled or labeled with exactly ontdagthe set that is presented in Table 7.

[ DA'tag set [ MRDA |

Statements

s Statement s Statement

Questions

g Information-Request Wh-question, Y/N question, OR
question, Or Clause After Y/N
question

o Open-ended Question Open-ended questions

gh Rhetorical Question Rhetorical Questions

Backchannels and Ack.

bk Acknowledgement Acknowledgment,Backchannel

ba Assessment/Appreciation| Assessment/Appreciation

Responses

rp Positive response (Partial)Accept, Affirmative An-
swer

rn Negative response (Partial)Reject, Dispreferred and
Negative Answer

ru Uncertain response Maybe , No Knowledge

Action Motivators

al Influencing-listeners-action Command, Suggestion

as Committing-speaker-actiof CommitmentSuggestion

Checks

f "Follow Me” "Follow Me”

br Repetition Request Repetition Request

bu Understanding Check Understanding Check

Politeness Mechanisms

fa Apology Apology

ft Thanks Thanks

fo Other polite Downplayer,Sympathy, Welcome

Table 7: Dialogue act tag set

Labelling of adjacency pairs consists of marking dialogets that occur as their a-part and b-part. If a dialogue
act is an a-part with several b-parts, for each of these tspmnew adjacency pair is created.

Since all meetings in the corpus consist of four particippatidressee of a dialogue act is labeled aknown
or with one of the following addressee tags: individBgla subgroup of participang, P, or the whole audience
P, Py, P.
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Labeling gaze direction denotes labeling gazed targetsdoh meeting participants. For addressee identifica-
tion, the only targets of interests are meeting participaiherefore, the tag set contains tags that are linked to
each participant®) and theNoTargettag that is used when the speaker does not look at any of thieipants.

Annotators involved in the corpus design were able to repcedhe gaze annotation reliably (segmentation
80.40% (N=939); classification = 0.95). Annotators involved in dialogue act, adjacency paird addressee
annotations were divided into two groups; each group amedtdifferent sets of meeting data. Table 8 shows
reliability of dialogue act segmentation as well as Kappaesfor dialogue act classification and addressee anno-
tation for each annotation group.

Group | Segmentation (%) N | DA(K) | ADD(k)
B&E 91.73 377 | 0.77 0.81
M&R 86.14 367 | 0.70 0.70

Table 8: Inter-annotator agreement on DA and addressedaiom N - the number of agreed segments

3.4 Addressee classification

This section presents preliminary results on addressessifitation in four-persons face-to-face conversations
using Bayesian Network and Naive Bayes classifiers.

In a dialogue situation, which is an event that lasts as Iethe dialogue act performed by the speaker in
that situation, the class variable is the addressee of teglie act performed by the current speaker (ADD).
Since there are only few instances of subgroup addressasgptin the data, we removed them from the data set
and excluded all possible subgroups of meeting particgpio the set of class values . Therefore, we define
addressee classifiers to identify one of the following classes: individuaPyx wherex € {0,1,2,3} andALLP
which denotes the whole audience.

3.4.1 Features

To identify the addressee of a dialogue act, we used thrég gbieatures: contextual features, utterance features
and gaze features.

Contextual features provide the information about the gulety utterances. We experimented with using the
information about speaker, addressee and dialogue actdfrtimediately preceding utterance on the same or a
different channel (SP-1, ADD-1, DA-1) as well as the infotima about the related utterance (SP-R, ADD-R, and
DA-R). A related utterance is the utterance that is the A phain adjacency pair with the current utterance as the
B part. The information about the speaker of the currentamitee (SP) has also been included in the contextual
feature set.

As utterance features, we used a set of lexical featurestbdiased on our intuition on which words are the
most informative for indicating whether the utterance g or group addressed. The set includes the following
features:

e does the utterance contain personal pronouns we or youpttem, or neither of them?

e does the utterance contain possessive pronouns or pegsagdfctives (your/yours or our/ours), their com-
bination or neither of them?

e does the utterance contain indefinite pronouns such as smiylebomeone, anybody, anyone, everybody
and everyone?

e does the utterance contain the name of speBker
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Utterance features include also the information about therance’s conversational function (DA tag) and the
information about utterance duration i.e. whether therattee is short or long. In our experiments, an utterance is
considered as a short utterance, if its duration is lesswaldq 1 sec.

We experimented with a variety of gaze features. In the fugeament, for each participan®() we defined a
set of features in the forf — looks— R, andP, — looks— NT wherex,y € {0,1, 2,3} andx # y; Pc—looks— NT
represents that participaRt does not look at any of the participants. The value set repteshe number of times
that speakeP; looks atPy, or looks away during the time span of the utterance: "zero’0Ofg’one” for 1, "two”
for 2 and "more” for 3 or more times. In the second experimest,defined a feature set that incorporates only
the information about gaze direction of the current speé&Br- looks— P; andSP— looks— NT) with the same
value set as in the first experiment.

3.4.2 Results

To train and test the Bayesian Network and Naive Bayes @ilaissiwe used the hand-annotated M4 data. After
we had discarded the instances labeled Wittknownor subgroup addressee tags, 781 instances left available fo
the experiments.

For learning the Bayesian network structure, we appliedkdRelgorithm [33]. The algorithm requires an
ordering on the observable features; different orderingseto different networks structures. We conducted exper-
imenters with several orderings. The obtained classifioatésults for different orderings were nearly identical.
For learning conditional probability distributions, weedlsthe algorithm implemented in the WEKA toollfltkat
produces direct estimates of the conditional probalslitie

The performances of the classifiers are measured usingetfiffeeatures sets. First, we measured the perfor-
mances of classifiers using utterance features, gaze ésand contextual features separately. Then, we conducted
experiments with all possible combinations of differenudy of features. For each classifier, we performed 10-fold
cross-validation. TablE 9 summarizes the accuracies aflessifiers for different feature sets (1) using the gaze
information of all meeting participants and (2) using orilg information about speaker gaze direction (with 95%
confidence interval).

BN NB
Feature sets Gaze All Gaze SP Gaze All Gaze SP
All Features 81.05%(-2.75) | 82.59%¢(t2.66) 78.10%-2.90) | 78.49%¢(t2.88)
Context 73.11%3.11) 68.12%(-3.27)
Utterance+SP 52.62%(-3.50) 52.50%¢-3.50)
Gaze+SP 66.45%(-3.31) | 62.36%¢(t3.40) 64.53%(-3.36) | 59.02%¢t3.45)
Gaze+SP+Short | 67.73%{3.28) | 66.45%(3.31) 65.94%-3.32) | 61.46%¢3.41)
Context+Utterance | 76.82%(t2.96) 72.21%3.14)
Context+Gaze 79.00%(-2.86) | 80.03%(:2.80) 74.90%3.04) | 77.59%¢2.92)
Utterance+Gaze+SH 70.68%(3.19) | 70.04%(+3.21) 69.78%(-3.22) | 68.63%¢3.25)

Table 9: Classification results for Bayesian Network andvl&ayes classifiers using gaze information of all
meeting participants(Gaze All) and using speaker gazermdtion (Gaze SP)

The results show that the Bayesian Network classifier ofdpes the Naive Bayes classifier for all feature
sets, although the difference is significant only for thedeasets that include contextual features.

For the feature set that contains only the information agaaé behavior combined with the information about
the speaker (Gaze+SP), both classifiers perform significaetter when exploiting the gaze information of all
meeting participants. In other words, when using solelyftweis of visual attention to identify the addressee
of a dialogue act, the focus of attention of non-speakintjgpants provides valuable information for addressee
prediction. The same conclusion can be drawn when addinigftvenation about utterance duration to the gaze
feature set (Gaze+SP+Short), although for the Bayesiandikiclassifier the difference is not significant. For all
other feature sets, the classifiers do not perform signifigaifferent when including or excluding the listeners

http:/iwww.cs.waikato.ac.nz/ mliweka/
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gaze information. Even more, both classifiers perform betiéng only the speaker gaze information in all cases
except when combined utterance features and gaze feateresmoited (Utterance+Gaze+SP).

The Bayesian network and Naive Bayes classifiers show the shanges in the performances over different
feature sets. The results indicate that the selected ntterf@atures are less informative for addressee prediction
(52.50%) compared to contextual features (BN:73.11%; I8B:3%) or features of gaze behavior (BN:66.45%,
NB:64.53%). The results also show that adding the inforomadibout the utterance duration to the gaze features,
slightly increases the accuracies of the classifiers (BN3%, NB:65.94%), which confirms findings presented
in [11]. Combining the information from the gaze and speeammunication channels improves significantly
the performances of the classifiers (BN:70.68%; NB:69.7B26pmparison to performances obtained from each
channel separately. Furthermore, higher accuracies amedywhen adding contextual features to the utterance
features (BN:76.82%; NB:72.21%) and to the features of deetavior (BN:80.03%, NB:77.59%). As it is ex-
pected, the best performances are achieved by combininigraé types of features (BN:82.59%, NB:78.49%),
although not significantly better compared to combinedexuial and gaze features.

We also explored how well the addressee can be predicteddirglinformation about the related utterance
(i.e. AP information). The best performances are achiewdguspeaker gaze information in combination with
contextual and utterance features (BN:3®%; NB: 7606%). A small decrease in the classification accuracies
when excluding AP information (about 3%) indicates that aering contextual features, utterance features and
gaze features capture most of the useful information peal/iny AP.

3.4.3 Evaluation of the addressee classifiers on the AMI pita@ata

We investigated how well the classifiers trained on the M4 ¢eeirform on the AMI pilot data. Two AMI pilot
meetings were used for the evaluation, although only onlessfthas been annotated with visual focus of attention.
After discarding utterances labeled witmknownand subgroup addressee tags from the data set, we had 291
instances available for testing the performances of thesiflars using the complete feature set and 673 instances
for testing the performances of classifiers using combimedextual and utterance features.

The results presented in Tabld 10 show a significant deche#ise performances of classifiers for both feature
sets in comparison to the performances on the M4 data. Theases decrease about 10% in all cases, except for
the Naive Bayes classifier when visual information is usedrénthan 13%).

BN NB
Feature sets Gaze All | Gaze SP|| Gaze All | Gaze SP
All Features 70.65% | 72.35% 63.14% | 65.87%
Context+Utterance| 66.41% 63.45%

Table 10: Classification results for the M4 classifiers onAM pilot data

This decrease in the performances can be due to severahseddost, there are more single-addressed utter-
ances in the AMI meetings than in the M4 meetings. Secondlesiaddressed utterances in the M4 meetings are
almost equally distributed over all participants, wherieathe AMI meetings the distribution is dependent on the
roles participants play in a meeting: a participant withdbeninate role (i.e. project manager) has been addressed
more than the others (4B%). Third, participants in the AMI meetings show differgaze behavior, since their
attention is focused part of the time at the task object ie remote TV control that is present in the meeting
room, especially when the remote control is relevant fotdpéc of conversation. As discussed in Secfion 3.2, the
presence of the object of interest decreases the effeeigaf the gaze as an indicator of who is being addressed.

From this we can conclude, that including the backgroundwedge about participants’ roles in a meeting as
well as the information about the topic of conversation nmagriove addressee prediction on the AMI data.

26



4 Dominance detection

In many cases it is beneficial for the effectiveness of a mgetipeople assume a cooperative stance. Gride [50]
formulated four maxims that hold for cooperative conveoset. The maxims of quantity, quality, relevance and
manner state that one should say nothing more or less thaqu#ed, speak the truth or say only things for which
one has enough evidence, only say things that are relevathifdiscussion at hand and formulate the contribution
such that it can be easily heard and understood by the inteédos. These maxims are all formulated from the
perspective of producing utterances in a conversation.douokl define similar maxims for cooperative behavior,
more generally. One can also think of several tasks of chegms in meetings as being guided by such maxims.
The chair should facilitate the participants to have thair, 40 cut off people who make their contribution too
long or to intervene when contributions are not relevanh&discussion at hand. Discussions should be properly
organized to have arguments develop, so that all positiompuat to the fore, and all relevant pros and cons are
raised. People that are too dominant in meetings may vialageor more of the cooperative maxims and are
thereby frustrate the process of collective decision nafdn which many meetings are intended. The chair of the
meeting should avoid this from happening or intervene wheoes.

Nowadays, in order to maximize the efficiency, meetings @aadsisted with a variety of tools and supporting
technologiesi[97]. These tools can be passive objects suchi@ophones facilitating better understanding or
semi-intelligent software systems that automaticallyuatfhe lighting conditions. In the near future, meetings
will be assisted with various similar sorts of active, andha@s even autonomous, software agents that can make
sense of what is happening in the meeting and make certanvérttions|[41]. An example of such meeting
assisting agents could be an agent that signals possili&igits of cooperative maxims in the decision making
process to the chairperson. One of the major issues to bessddt in this case is how the agent can detect that
there is such a disturbance.

4.1 Dominance

According to Hoffmannl[56], there are three types of behalimles that can be identified in groups or teams.
These roles can be classified as task-oriented, relatiented and self-oriented. Each group member has the
potential of performing all of these roles over timmitiators, Coordinatorsand Information Giversare task-
oriented roles that facilitate and coordinate the decisi@king tasks. The Relations-Oriented role of members
deals with team-centered tasks, sentiments and viewpdiypécal examples areklarmonizers, Gatekeepeasd
Followers The Self-Oriented role of members focusses on the memipelisidual needs, possibly at expense of
the team or group. Examples here Bileckers, Recognition SeekensdDominators The Dominator is a group
member trying to assert authority by manipulating the groupertain individuals in the group. Dominators may
use flattery or proclaim their superior status to gain aitb@rénd interrupt contributions of others. According to
Hellriegel et al. [55], a group dominated by individuals wér@ performing self-oriented sub-roles is likely to be
ineffective.

In psychology, dominance refers to a social control aspettteraction. It involves the ability to influence
others. One can refer to it as a personality characterigtie predisposition to attempt to influence others - or one
can use the term to describe relationships within a groumibDance is a hypothetical construct that is not directly
observable. However, there appear to be certain behaveatires displayed by people that behave dominantly
that make it possible for observers of these behaviors ®eagm judgments of dominance. In Ellyson and Dovidio
[42] the nonverbal behaviors that are typically associati#ld dominance and power are investigated. In several
of the papers in that volume, human perceptions of dominarediscussed as well.

In “A System for Multiple Level Observation of Groups” (SYMIG), [13], Bales distinguishes three structural
dimensions in group interactions: status, attraction aval grientation. Goal orientation refers to the way people
are involved with the task or rather with socio-emotiondidéours. This dimension was already present in Bales’
earlier work on Interaction Process Analysisi[12]. Theaation dimension concerns friendly versus unfriendly
behaviours. The status dimension has to do with dominarsiugesubmissive behaviours. Bales developed a
checklist that observers can use to structure their obsengsof groups. He has also developed a number of self-
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report scales that group members can use to rate themsahasther group members) on these three dimensions.
SYMLOG presents a questionnaire containing 26 questiams fvhich 18 relate to the concept of dominance. The
factors involved in these questions provide a frame for teamng of the concept. An overview of these factors
in their most general form are shown in Tablé 11.

Positive contributions Negative contributions
active, dominant, talks a lot passive, introverted, said little
extraverted, outgoing, positive gentle, willing to accept responsibility

purposeful, democratic task-leader | obedient, worked submissively
assertive, business-like, manager | self-punishing, worked too hard
authority, controlling, critical depressed, sad, resentful, rejecting
domineering, tough-minded, powerfulalienated, quit, withdrawn
provocative, egocentric, showed-off | afraid to try, doubts own ability
joked around, expressive, dramatic | quietly happy just to be in group
entertaining, sociable, smiled, warm| looked up to others, appreciative

Table 11: Aspects of dominance according to SYMLOG

When we look at this scale we see that it is very hard to opmralize many factors - such as ‘purposeful’ and
‘alienated’, for instance. They depend on human interfietakills. What we need are automatically detectable
features that can be quantified and transformed as a serigitsfinto our system.

To train a classifier that can determine who is the persortibrainated a meeting, we need a corpus of meeting
recordings with the relevant features that the classifieisiag either extracted or annotated and also we need to
know how the participants of the various meetings scorederdimension of dominance. We will provide more
details on the corpus and the features used by the classifieedtioTZB. Now, we will first describe how we
established the dominance ranking for the meetings we used.

4.2 Dominance judgements

We used a corpus of eight four-person meeng'she meetings varied in length between 5 and 35 minutes. We
collected 95 minutes in total. We used different kinds of timegs, including group discussions where statements
had to be debated, discussions about the design of a remotieicdook club meetings and PhD. evaluation
sessions.

We asked ten people to rank the participants of the meetitaysh person ranked four, i.e. half of, the meetings.
We thus had a total of five rankings for every meeting. We symld people to rate the four people involved in
the meeting on a dominance scale. We did not tell the judggthiaig more about what we meant by that term.
The results are shown in Talfle]12. The first cell shows théterfitst meeting (M1), judge Al thought that the
most dominant person was the one corresponding to the fposdition in this list, second was the first person in
this list, third the second person in the list and least damiinvas the third person in the list: 2,3,4,1. If one looks
at the judgements by the other judges for this meeting (A23h By comparing the different columns for this first
row, one can see that A3’s judgments are identical to A1'$bAd A4 agree that the fourth person on the list was
most dominant. All but A5 agree that the third person wastldaminant. All but A2 agree that the first person
was the second dominant person. This seems to suggest thia¢ ovhole judgements were largely consistent
across judges.

To establish the degree of agreement, we compared the pardihe judgements with the variance of random
rankings. If the variance of the annotators is smaller ti@wariance of the random rankings, we have a strong
indication that people agree on how to create a dominandégngn

8Five of these were recorded for the M4 project (M4TRN1, MATRMATRNG, MATRN7 and MATRN12) and three for the AMI project,
two of them were pilot meetings (AMI-Pilot 2 and AMI-Pilot &nd the third one was a meeting from the AMI spokes corpus (KRB 6).
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Al A2 A3 A4 A5 ‘Average’ | ‘Variance’
M1 || 2,3,4,1| 3,2,4,1| 2,3,4,1| 2,1,4,3| 2,4,3,1|| 234,1 8
M2 || 2,3,4,1| 2,3,4,1| 2,34,1| 2,3,1,4| 3,2,4,1|| 2341 8
M3 || 2,1,3,4| 3,1,2,4| 2,1,4,3| 3,1,2,4| 1,2,3,4|| 2,1,34 8
M4 | 2,4,3,1| 2,43,1| 1,4,2,3| 2,3,4,1| 1,4,3,2|| 1431 4

A6 A7 A8 A9 Al0 ‘Average’ | ‘Variance’
M5 || 4,3,2,1| 43,1,2| 3,4,1,2| 43,1,2| 3,4,1,2|| 4,3,1,2 6
M6 || 1,3,2,4| 1,4,3,2| 3,1,4,2| 3,1,4,2| 1,3,4,2|| 1,3,4,2 12
M7 || 1,4,3,2| 2,4,3,1| 3,2,1,4| 2,41,3| 1,4,3,2|| 14,23 14
M8 || 1,2,4,3| 1,4,2,3| 2,1,3,4| 2,1,3,4| 1,2,4,3|| 1,2,34 12

Table 12: Rating of meeting participants for all the anrm&aper meeting.

If we add up the dominance scores for each person in the nge#tis results for the first meeting in scores 11,
13, 19 and 7, with results in an overall ranking of 2, 3, 4, 1. a4k this the ‘average’ ranking. In case of similar
scores, we scored them an equal rank, letting the other mksitaehind. For each of the judges we compare how
they differ for each person from this average.

As a measure for the variance we calculated the sum of albeheo(ute) differences of each of the annotators
judgments A') with their corresponding average. The difference withaherage was calculated as the sum of the
pairwise absolute differences for all the annotators \&bfe¢he meeting participants, with their corresponding
average valudverage. See Tabl&2 for the results.

‘Varianceé=y?> ; ¥ 51 |A, — Averagg|

In this case Al and A3 judgments are identical to the averagenade different judgments for the first person
(scoring him as 3 instead of 2) and the second person (scloiim@s 2 instead of 3). So this results in a variance
of 2 adding up the variance 4 and 2 of judges A4 and A5 respygtifais ends up in an overall variance of 8 for
judgements on the first meeting.

When comparing the variance of the judges with the variaeselting from randomly generated rankings, the
distribution of the variance of the annotatops{ 9, o = 3.38,n = 8) lies far more left of the distribution coming
from randomly generated rankingsu € 17.8,0 = 3.49,n = 1.0« 10f). The two distributions appeared to be
statistically significant (p< 0.001) according to the 2-sided Kolmogorov Smirnov tegthiuis appears that judges
agree very well on dominance rankings. We may have to be oeatsee to generalize this though as we have only
a small (n=8) amount of real samples.

These results support our initial thoughts, where we exgoElstimans to agree (to a reasonable extent) on the
ranking of meeting participants according to their conebgeminance level.

4.3 Features used by the classifier

Dominance can be regarded as a higher level concept that agrbendeduced automatically from a subset of
lower level observationsl([93]), similar to the assignmathe value for dominance by humans on the basis of the
perception and interpretation of certain behaviours.

For our classifier we considered some common sense feahatesdssibly could tell us something about the
dominance of a person in relation to other persons in mewtifk@r each person in the meeting we calculated
scores for the following features.

e The person’s influence diffusion (IDM)

e The speaking time in seconds (STS)
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e The number of turns in a meeting (NOT)

e The number of times addressed (NTA)

e The number of successful interruptions (NSI)

e The number of times the floor is grabbed by a participant (NOF)
e The number of questions asked (NQA)

e The number of times interrupted (NTI)

e Theratio of NSI/NTI (TIR)

e Normalised IDM by the amount of words spoken. (NIDF)

e The number of words spoken in the whole meeting (NOW)

e The number of times privately addressed (NPA)

The Influence diffusion mod¢B1] generates a ranking of the participants by countingnim@ber of terms,
reused by the next speaker from the current speaker. Therpesso’s terms are re-used the most is called the
most influential.

Most of the features appear as simple metrics with variattbat measure the amount to which someone is
involved in the conversation and how others allow him/hdse¢dnvolved. These are all measures that are easy to
calculate given a corpus with appropriate transcriptiars @nnotations provided. Metrics used in the literature,
as in SYMLOG, depend on the interpretation of an observer.

After the judges that rated our corpus had finished theingatiwe asked them to write down a list of at least
five aspects which they thought they had based their rankings

Dominant is the person: who speaks for the longest time, \pkalss the most, who is addressed the
most, who interrupts the others the most, who grabs the fl@ontost, who asks the most questions,
who speaks the loudest, whose posture is dominant, who kasiggest impact on the discussion,

who appears to be most certain of himself, who shows chariafma seems most confident.

From the features identified by the annotators we can seethatharismaandconfidencere again typical
examples of features that are very hard to measure and tatap®lize. Most of this is again due to the fact that
a proper scale does not exist, and as a result the valuatammiss too subjective and values from one annotator
might not correlate with the values from another annot&exeral of these features are similar to the ones we are
exploring for their predictive power in our classifier.

4.4  Acquiring and preprocessing the data

For each of the eight meetings ranked by our annotators, lgalated the values for the measures identified in
the previous section. This was done on the basis of simptellegions on manual annotations and on the results
of some scripts processing the transcriplﬂ)nWith respect to addressee annotation 25% of the data was not
annotated due to the cost involf8d

In order to make the values for the same feature comparaleldirst made the feature values relative with
respect to the meeting length. This was done in two stepst fie fraction, or share, of a feature value was
calculated given all the values for that feature in a meeting

9All transcriptions used were created using the official AMtiav4 transcription guidelines of those meetirigs [76, 39].
10Addressee information takes over 15 times real time to aa@sd].
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The share of a feature valuléF',g) = zF;P- =

Then, according to the value of the fraction, the resultsvidénned in three different bins. As we are dealing
with four person meetings the average value after step 2 @25% share). The features were grouped using
the labels ‘High’ (Fp, > 35% ), ‘Normal’ (15%< Fp,, < 35%), and ‘Low’ (Fp,, < 15%).

As a consequence, apart from the fact that features were omparable between meetings, the feature values
that originally had ‘approximately’ the same value now atsmled up in the same bin. This seemed intuitively
the right thing to do. TablEZ13 shows the value of the NOW fes({The number of words used’ per participant
per meeting) before and after applying the process. If wk &idhe number of words used for person 2 (P2) and
person 4 (P4) we see that they both end up labelled as 'HighhoAgh they did not speak the same amount of
words, they both used more than 90000 words, which is a ladmparison with P1 (38914) and P3 (26310), both
ending up classified as ‘Low’.

NOW before NOW after

preprocessing preprocessing
P1 P2 P3 P4 P1 P2 P3 P4
M1 | 38914 | 93716| 26310| 98612| low | high| Ilow | high
M2 | 33458 | 11602 | 14556 | 37986 | high | low low | high
M3 | 3496 | 7202 | 8732 | 2774 low | high| high | low
M4 | 2240 | 1956 | 4286 | 7642 low low | normal | high
M5 | 4470 | 1126 | 9148 | 1974 | normal | low high | low
M6 | 2046 | 17476| 1828 | 4058 low | high| low [ high
M7 | 4296 | 6812 | 8258 | 1318 | normal| high | high | low
M8 | 1586 | 13750| 1786 | 1540 low | high| low low

Table 13: The feature ‘Number of Words’ before and after ppepssing for person 1,2,3 and 4 respectively for
each meeting.

Now, as the feature values were made comparable, we werestateady to train our model. The only step
left was to define the class labels determining the dominkaved For this we decided to use the same technique
as for the features, labelling them also as ‘High’, ‘Normeatid ‘Low’. We calculated the shares of each of the
participants by dividing the sum of the valuations of allged for this participant by the total amount of points the
judges could spend ¢5(1+ 2+ 3+ 4) = 50).

The results were then again binned using the same bordetarid 35 percent. Where a share was smaller
than 15% the dominance level was labelled as ‘High’; if thersHay between 15% and 35% the dominance level
was labelled ‘Normal’ and where it was higher than 35 % thelldbow’ was used. This way, also the persons
who received more or less similar scores ended up in the same b

This resulted in a data-set of 32 samples with twelve samplesiving the class label ‘High’, ten ‘Normal’
and ten ‘Low’. We define our baseline performance as the sifahe most frequent class label (‘High’) having a
share of 37.5% of all labels.

4.5 Detecting dominance

We wanted to predict the dominance level of the meetinggpeaints with the least possible features, in accordance
with Occam’s razorl[19], trying to explain as much as possibith as little as possible. The fewer features we
required, the easier it would be to eventually provide dbiimation to the system. This way we reduced the risk of
over fitting our model to the data as well. To decrease our atnafifeatures we applied dimensionality reduction
using principal component analysis.
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We obtained the best performance by training a Support Yéttzhine (SVM) using the two most discrim-
inative features: NOF and NOT. These features appearethegeith the NSI as being the most discriminative.
Ten-fold cross validation resulted in a performance of 7&8#ich is much higher than our 37.5% baseline. This
means, that given the number of times the meeting partitspame privately addressed and given the number of
times they grab the floor, our classifier is in 75 % of the casds @ correctly classify the behavior of the par-
ticipants as being ‘Low dominant’, ‘Normal dominant’ or ‘gti(ly) dominant’. The confusion matrix is shown in
Table[T3.

Low | Normal | High
Low 9 0 1
Normal | 3 5 2
High 0 2 10

Table 14: Confusion matrix using the features NPA and NOFe fidws are showing the actual labels and the
columns the labels resulting from the classifier.

From the confusion matrix it can be seen that our classifiiopas better on the classes ‘Low’ and ‘High’
than on the class ‘Normal’. This seems in line with our irtintthat people showing more extreme behavior are
easier to classify.

The 90% confidence interval for our classifier lies betweeprfopmance of 62% and 88%. This confidence
interval is important due to the relatively small sample afad The lower bound is still much higher than the
37.5% baseline. The fact that we would over fit our classifieemusing all the features appeared when we trained
on all the features. Ten fold cross validation resulted &t tase in a performance of 50%.

Aware of the fact that our sample size is relatively small #rat not all meetings follow the same format,
we do think that our results suggest that it is possible telmgystem analyzing the level of dominance of the
meeting participants. If we look at the features used by cadeh and the fact that their values should be just as
informative during the meeting as after the meeting, we eijhese systems not to function just after the meeting,
but just as well in real time.

4.6 Transferring our knowledge

We used the information from our classifier to create a mofhuléhe Twente Meeting Browser where the domi-
nance levels of meeting participants is calculated in tiead-and graphically visualized in a graph.

As revealed by the SVM attribute evaluator, the features NODF and NSI were the most important. We
used these to calculate a measure which we cétledlominance levelThis value is calculated as follows: We
keep track of four bins, one for each participant and addtpa@ia the meeting proceeds. We decided to add one
one point to the score of a participant, and in case he or &las taturn, and add one extra point, if this turn either
was obtained after a silence longer than two seconds, ortbyrimpting the previous speaker. At the end of the
meeting, the resulting levels should match the hierarahéesl to train the classifier. At the moment of writing
we cannot yet confirm this for all meeting. Preliminary réstlowever indicate that this indeed will happen. A
visualization of the AMI-FOB6 meeting in the Twente MeetiApwser, including the relative dominance values
is shown in figurg€ls. For more information about the Virtualddleg Room, the reader is referred to Reidsma et al.
(o).

4.7 Conclusions and future work

We showed that in the future systems might be extended wittiutes able to determine the relative dominance
level of individual meeting participants. We were able taale an accuracy of 75%. This classification appeared
mainly dependent on the number of floorgrabs and the numharred someone took. Also the number of times a
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£ The Twente Meeting Browser = ] ] =lol x|

File Light Viewpoints

4. Information Request: =where did you see that? = I~
3 Acknowledgment <Ohyes no no no na =
1. They hide itvery well. = Statement. <Well you cant because
when they're obsenved, they instantly hide it. Sa you can't know. =
4: Statement: <When when they =
10 Staterment: <This was a guess | think. =
3 Btaternent <Sothe motherum = Statement <1would rate
itas antz cats, ants cats and cows =
Repetition request: <What? =
3 Staternent <Inthatin that order I'd rate them as 77 =
4. Megative response: < would rate cats, cow, anis =
Staternent: < would say ants. =
3. Positive response. sAnts yeah =
Acknowledgment: <Yeah =
4. Information Request: =You would say ants first =
Staternent: <As & group >
3 Positive response: <Yeah as a group yeah =
4 Negative response: <As a group veah butthat's notreally
intelligence that's organization =
3. Unlabeled: <Well =

2 Megafive response: <Um yeah yes um as an organization they
are very intelligent = -

3. Staternent <Um the cats hardly live together, you know =

4: Megative response: <Yeah butis-t it can be a proof of
intelligence ifthey can um they can have um critigue opinion against
athier cats, where as ants just agres, sa they dontreally =
10 Information Reguest =Yeah
1. what doe-s what does it prove? is itjust =
2. Staternent: =Actually an interesting point is that ants hawe
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Figure 5: A view at the Twente Meeting Browser, including anileance graph

person is privately addressed seems a good indicator inicatitn with the number of times the floor is grabbed
by that person. As all the features are made relative to tla¢ ¥alue of all participants, one should be able to
apply the model both during as well as after the meeting

Possible directions for opportunities to improve our manielld be to extend the feature set with more seman-
tically oriented features, such as ‘Who is using the strehigeguage?’, or ‘Who gets most suggestions accepted?’.
Although these features seem very intuitive and might iase¢he performance, one does have to realize that being
able to measure these, costly and complex inferencingregdtave to be developed.

Another possible thing to look at is to use more samples,whllsbe more expensive on one side, but also
decreases the confidence interval, further increasingetfability of the performance on the other side.

Typical applications of systems that track the dominangel¢éeof participants are other systems using the
dominance information in order to inform the meeting p@paats or a meeting chairman about this. With this
information a chairman could alter his style of leadershipiider to increase the meeting productivity. Combined
with other information, recommender systems could be ecktitat directly suggest how to change the leadership
style. The next thing one could think of is a virtual chairnganmentioned in Rienks et dL__[97] which is able to
lead a meeting all by itself, giving turns, keeping track ¢iinae-line and most important: keeping the meeting as
effective and efficient as possible.
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5 Topics

Further work on hierarchical topic detection by Triesclyigreported inl[112].

5.1 Introduction

Text segmentation, i.e., determining the points at whiehttpic changes in a stream of text, plays an important
role in applications such as topic detection and trackingyrearization, automatic genre detection and information
retrieval and extraction [87]. In recent work, researcherge applied these techniques to corpora such as newswire
feeds and transcripts of radio broadcasts or spoken diefguorder to facilitate browsing, information retrigval
and topic detection.[7, 118, 102, 35| 18, 30]

In this report, we focus on segmentation of multiparty diaies, in particular recordings of small group meet-
ings as in the AMI corpus. We compare models based solely>acaleinformation, which are common in ap-
proaches to automatic segmentation of text, with modetsctivabine lexical and conversational features. Because
tasks as diverse as browsing, on the one hand, and sumriarjzat the other, require different levels of granu-
larity of segmentation, we also explore the performanceunfroodels for both predicting all subtopic segments
and predicting only top-level segments.

In addition, because we do not wish to make the assumptidriniph quality transcripts of meeting records,
such as those produced by human transcribers, will be comyragailable, we require algorithms that operate
directly on automatic speech recognition (ASR) output. ared to read speech and two-party dialogue, multi-
party dialogues typically exhibit a considerably higheraverror rate (WER).[77]. Experience with segmentation
of broadcast news has shown that using ASR output degradesettiormance of topic segmentation models
[118,1102,18]. Therefore, it is important to understandeffect on the accuracy of the different probabilistic
models we have developed for segmenting meetings.

This report is divided into 6 sections. In Section 2, we déscprevious work and its relation to our work.
Section 3 describes two implemented models for automébtipegdicting segment boundaries for both topics and
subtopics, as well as our evaluation procedure. In Sectiae4nvestigate how machine learning techniques can be
used to cope with the highly skewed class distribution iehein the topic organization of multiparty dialogues. In
Section 5, we report the experimental results of evaludtisgwo implemented models on human transcripts and
ASR output. In Section 6, we summarize the findings and aralgzsible causes for the performance degradation.
In Section 7, we briefly conclude and describe areas for éuttark.

5.2 Previous Work

Much of the prior research on segmentation of spoken “docusiieises approaches that were developed for
text segmentation, and that are based solely on textual dieese include algorithms based on lexical cohesion
[43,1107], as well as models using annotated features Geig phrases, part-of-speech tags, coreference relations)
that have been determined to correlate with segment boigsddel,l 15]. Blei et al.[[18] and van Mulbregt et

al. [118] use topic language models and variants of the middarkov model (HMM) method to identify topic
segments. In fact, recent systems achieve good resultsddicting topic boundaries when trained and tested on
human transcriptions. For example, Stokes el al.l[107]ntepoerror rate (Wd) of 0.253 on segmenting broadcast
news stories; Galley et al. [43] report an error rate (Pk).26@ (when the number of segments is given) and 0.319
(when the number of segments unknown) for the task of prieditdp-level segments in meetinE?

Although recordings of dialogue lack the distinct segmgotacues commonly found in text (e.g., headings,
paragraph breaks, and other typographic cues), they coataustic and conversation-based features that may be
of use for automatic segmentation. Acoustic informatioritides prosodic featurels [102] and speaker-specific
pitch activity [9]. Conversation-based features incluldese obtained statistically, such as silence, overlap rate

11For the definition of Pk and Wd, please refer to section 3.5.
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speaker activity change [43] and cross-speaker linkingrin&tion such as adjacency palrs [[128], as well as those
obtained empirically, such as control shift [122]. Becaosany of these features can be expected to be com-
plimentary, researchers have explored approaches ta sgldccombine features into an integrated model. For
two-party dialogue, Shriberg et al. [102] have shown thamlsiming prosodic information and lexical cues yields
better results than using either alone. With respect to tsp@ous multiparty dialogue, Galley et al.|[43] have
shown that a model integrating lexical and conversatioseldeatures outperforms the model using only lexical
features.

However, as noted above, we expect the high WER of ASR outpdégrade performance of segmentation
models that were developed on either human or ASR trangmiptIn particular, we expect that incorrectly rec-
ognized words will impair the robustness of text-based aagines and extraction of conversation-based discourse
cues. However, no prior study has reported directly on thendof this degradation on the performance of au-
tomatic topic segmentation in spontaneous multipartyodja¢. Past research on topic segmentation in broadcast
news using ASR transcription has shown performance detioadiaom 5% to 38% using different evaluation
metrics [113] 102, 18]. In this report, we extend prior woykdvoviding quantitative results of applying our seg-
mentation models to both the topic prediction and subtoggdigtion tasks, and also report the results of the effect
of using ASR output on models using text-based approachkemandels integrating text-based and conversation-
based features. For practical reasons, we leave impletintd models that integrate acoustic features to future
work.

5.3 Method
5.3.1 Data

In this study, we used the ICSI meeting corpus (LDC2004S82) gest bed for our analysis and experiments.
Seventy-five natural meetings of ICSI research groups wererded using close-talking far field head-mounted
microphones and four desktop PZM microphones. The corpuhsdas human transcriptions of all meetings. We
used ASR transcriptions of all 75 meetings which were preduxry Anonymous (2005), with an average WER of
roughly 30%.

Three human annotators at our site used a tailored tool forpetopic segmentation in which they could
choose to decompose a topic into subtopics, with at mose flekels in the resulting hierarchy. Annotators were
asked to provide a free text label for each topic segmeny; wexe encouraged to use keywords drawn from the
transcription in these labels, and we provided some stdrdbels for non-content topics, such as "opening” and
"chitchat”, to impose consistency,

To establish reliability of our annotation procedure, wieakated kappa statistics between the annotations of
each pair of coders. Our analysis indicates human annetatdrievex = 0.79 agreement on top-level segment
boundaries and = 0.73 agreement on all subtopic boundaries. The level of aggaeoonfirms good replicability
of the annotation procedure.

5.3.2 Fine-grained and coarse-grained topic organization

We characterize a dialogue as a sequence of topical segthahtsay be further divided into subtopic segments.
For example, the 60 minute meeting Bed003, whose theme iplémming of a research project on automatic
speech recognition can be described by 4 major topics, figmeriing” to “general discourse features for higher
layers” to “how to proceed” to “closing”. Depending on thengmlexity, each topic can be further divided into a
number of subtopics. For example, “how to proceed” can beigided to 4 subtopic segments, “segmenting off
regions of features”, “ad-hoc probabilities”, “data cclien” and “experimental setup”. For our initial experinign
with automatic segmentation at different levels of grarityawe flattened the subtopic structure and consider only

two levels of segmentation—top-level topics and all sulzwp
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Figure 6:The hierarchical topic structure of contents of an exampéetimg.

5.3.3 Probabilistic models

To investigate the impact of ASR errors on the selection afuiees and the choice of segmentation models, we
compare segmentation models using different types of fegt1) a model using solely lexical cohesion informa-
tion, and (2) combined models integrating text-based angesation-based features.

5.3.4 Lexical Modeling

In this study, we re-implemented Galley et al.’s|[43] LCSkgpathm, a variant of TextTiling [54]. LCSeg hypoth-
esizes that major topic shifts are likely to occur wherergjrterm repetitions start and end. The algorithm works
with two adjacent analysis windows, each of fixed size, in@age 11 utterances. For each utterance boundary,
we determine a lexical cohesion score by computing the easimilarity at the transition between the two win-
dows. Low similarity indicates low lexical cohesion, andhap change of lexical cohesion score indicates a high
probability of an actual topic boundary. The principal difnce between LCSeg and TextTiling is that LCSeg
measures similarity in terms of lexical chains (i.e., tegpetitions), whereas TextTiling computes similarity @sin
word counts.

The first step of lexical modeling is typically to normalitetdata by tokenizing, removing speaker identifica-
tion information, lowering all upper case, removing funatiwords, and stemming. However, initial results show
that removing function words and stemming can impair thégperance when using a lexical model for predicting
top-level topics, especially on ASR output. Therefore,tfa lexical model used in our experiments, we do not
remove function words and do not perform stemming.

5.3.5 Integrating lexical and conversation-based feature

As discussed in Section 2, prior research has shown thatioérghexical information with conversation-based
features outperforms a model using lexical features aldimedetermine whether this is also the case when we
consider the problem of predicting all subtopic boundaaies when ASR transcriptions are used, we also imple-
mented feature-based models to learn the best indicataopiaf boundaries using decision trees (c4.5), support
vector machines and maximum entropy. To incorporate malfgatures in the combined models, we consider
topic segmentation as a binary classification task. Giveratufe set and a training set with each potential topic
boundarj1 labeled as either positive (POS) or negative (NEG), thesiflaslearns the posterior probabilities. The
trained model is then used to predict whether each unseem@eén the test set belongs to the class POS or NEG.
In Section 5, we analyze the results of the best performingahevhich is the one obtained using decision trees.

12n this study, the end of each speaker turn is a potential eaghoundary. If there is a pause of more than 1 second witkiingge speaker
turn, the turn is divided at the beginning of the pause angadi potential segment boundary.
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For this study, we used features and the optimal window $iaetave been proven to perform best in prior
work [43]. In particular, the results reported in this studgre obtained using the following features: (1) lexical
features: the raw lexical cohesion score and probabilitgppic shift indicated by the change in lexical cohesion
score, and (2) conversation-based features: the numbareoplerases in the analysis windows preceding and
following the potential boundary, similarity of speaketigity (measured as a change in probability distribution
of number of words spoken by each speaker) preceding araMal each potential boundary, speaker overlap
rate following each potential boundary, and the amountlefise between speaker turns preceding each potential
boundary.

5.3.6 Evaluation

As a first step, we performed 25-fold leave-one-out crosslatbn on the set of 25 meetings that were used in the
study performed by Galley et al. [43]. We repeated the procetb evaluate the accuracy using the lexical and
combined models on both human and ASR transcriptions. In e@luation, we used the automatic segmentation
model for two tasks: predicting all subtopic boundaries I\and predicting only top-level boundaries (TOP).
The results are reported in Section 5.

5.3.7 Topline and Baseline

To compute a topline for the accuracy of our automatic segatieom models, we examined the agreement of
human annotators on the task of predicting top-level se¢gndfor the 25 meetings that were used in Galley et
al.’s |[43] study, we have top-level topic boundaries antastédy coders at Columbia University (Col) and in our lab
(UEDIN). Following Galley et al.l[43], we take the majoritpimion on each segment boundary from the Columbia
annotators. For the UEDIN annotations, where multiple &mams exist, we choose one randomly. The topline
is then computed as the Pk score comparing the Columbia ityagomnotation to the UEDIN annotation.

To compute a baseline, we follow Ken [60] and Heélrst [54] img&onte Carlo simulated segments. For the
corpus used as training data in the experiments, the pritigaifia potential topic boundary being an actual one
is approximately 2.2% for all subtopic segments, and 0.684dp-level topic segments. Therefore, the Monte
Carlo simulation algorithm predicts that a speaker turngsgment boundary with these probabilities for the two
different segmentation tasks. We executed the algorith@0Dtimes on each meeting and averaged the scores to
form the baseline for our experiments.

5.3.8 Evaluation metrics

Because precision and recall do not fully capture the néas-phenomenon important for judging the performance
of a segmentation model, we report our results using thelatdmmetrics of Pk and Wd. Pk [15] is the probability
that two utterances drawn randomly from a document (in oseca meeting transcript) are incorrectly identified
as belonging to the same topic segment. WindowDiff (Wd) [8&culates the error rate by moving a window
across the meeting transcript counting the number of tilmesypothesized and reference segment boundaries are
different. Choosing Pk and Wd as our metrics allows us to ampur results directly with previous work.

5.4 Coping with an Imbalanced Class Distribution

Previous research demonstrates that probabilistic tegimentation models can infer high-level topic organizatio
from low level features. However, in our context of spontamemultiparty dialogue, the lack of a macro-level
segment unit, such as paragraph or story breaks, makeskhdiffe@rent from the segmentation of text or broadcast
news. For example, for the task of segmenting expositong tétxe chance of each paragraph break being a topic
boundary is 39.1% [54], while in the ICSI corpus, the chanteaxh speaker turn being a subtopic segment
boundary is just 2.2%, and is only 0.69% for top-level bouieta This imbalance in the class distribution affects
the accuracy of the models which are trained on the imbathdata set. Therefore, to understand the full potential
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of automatic segmentation of topic boundaries in multipdralogue, we must tackle the problem of rare class
prediction.

There have been attempts to tackle the rare class predjotidilem in the fields of fraud detection, network
intrusion, and web mining [29]. In the field of natural langegprocessing, this problem is also commonly en-
countered in text categorization, sentence boundary tiebeand disfluency detection [72].

In this study, we investigated a variety of sampling appheac suggested in Liu et al. [72], on a data set of
25 meetings to identify the most useful approach for thik.t&xperiments with undersampling, oversampling,
boosting and bagging to re-balance the class distributimlicated that undersampling provides the most stable
improvement in accuracy. Undersampling is a techniquerérabves negative examples so that the model can
learn more from the positive cases during the training ec@/e adopted a strategy similar to Zhang and Mani’s
[132] direct undersampling technique, which removes theebative examples that are closest in time to positive
examples. N varies as the as the desired ratio of negativesitiye examples varies. We vary the ratio to provide
insight into what class distribution results in the bestuaacy of the classifiers.

Another approach to coping with the rare class predictiablgm that does not change the natural class
distribution is to gather more instances of the rare clasmbreasing the size of the training set. The statistics
in Table[I}h show that for 25 and 75 meetings, the class distoib is roughly the same, and hence by increasing
the number of meetings used in the training set we increasié\ygmoinstances without distorting the natural class
distribution. To explore how the change of training set simpacts the performance of segmentation models,
we conducted an experiment in which we incrementally ingedahe training set size by randomly choosing five
meetings each time until all meetings were selected. Weutgddthe process three times and averaged the scores
to obtain the results in Sectignb.5.

25 Meetings 75 Meetings
ALL TOP ALL TOP
Training set 35238 108440
speaker turns | speaker turns
Total topics 475 149 1717 502
Percentage of
positive caseg 2.42% 0.71%| 2.20% 0.69%

Table 15:Statistics of the data sets used for predicting the toptteyéc (TOP) and all subtopic (ALL) boundaries.
The second column shows statistics for the 25 meetings nsled initial trial. The third gives statistics for all 75
meetings.

5.5 Results

The segmentation models were trained on all 75 ICSI meatamgtripts annotated with topic segment boundaries.
A total of 6 features were used as described in SeEfionl5TAMETH shows the performance of the lexical model
and two combined models. CM1 combines the lexical and ceati®n-based features discussed in Sefionls.3.5.
CM2 uses the same features set as CM1, and we apply direaedsamnpling with a ratio of negative to positive
cases of 1.

As expected, the results show that both the lexical modelthaccombined models are more accurate for
predicting segment boundaries from human transcriptibas from ASR output. For the task of predicting top-
level topics from human transcripts, there is little difface in performance of the lexical and combined models.
However, when using ASR output, CM1, the combined modelauittundersampling, is considerably better than
the lexical model and CM2.

For the task of predicting all subtopics, in general, we ols¢hat the lexical model alone is competitive
with the best performing combined model and achieves acguhat is comparable with human performance for
segmenting human transcripts. However, using ASR outpmiatmaore severe impact on the accuracy of the lexical
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Figure 7:Effect of undersampling on error rate

model than on the combined models. Although none of the setatien models we considered perform well on
predicting all subtopics when using ASR output, the pertmmoe of the lexical model degrades dramatically to the
baseline, while CM1 does not degrade severely.

From these results, we can conclude that when using humasctipts to predict all topic segments, the
lexical model is to be preferred, but when using ASR trapsicn, the combined model without undersampling
is most accurate. For predicting only top-level segmehtxetis a slight preference for CM2 when using human
transcripts, but a there is a much stronger preference fiog @M1 on ASR output.

Error Rate | LM | CM1 | CM2 | Base| Top
(Pk) line | line
ALL Tran | 0.19| 0.36 | 0.23 | 0.47 | 0.18

ASR | 0.46 | 0.41 | 0.46 | N/A | N/A
TOP Tran| 0.32| 0.31 | 0.28 | 0.48 | 0.13
ASR | 0.48 | 0.32 | 0.39 | N/A | N/A

Table 16: Performance of probabilistic segmentation models in teofnarror rate Pk. The topline performance

for predicting ALL topics on human transcripts is obtaineddomparing Columbia’s top-level segments with
UEDIN'’s all subtopic segments.

FigurelT shows the results of undersampling for the topicnegtjation task. Note that the error rate decreases
as the ratio of negative to positive examples decreasesitrdiming set when using human transcripts. The
improvement in accuracy is especially evident for predigill subtopic segments, where there is a reduction of
error rate of 37.5%, from 0.36 to 0.23. However, undersamgplioes not improve accuracy when using ASR
transcription.

Figure[® shows the effect of training set size on error ratepfedicting top-level and all subtopic segment
boundaries, with human and ASR transcriptions, and withaitidout undersampling. We see that increasing
the size of the training set does not improve the accuracegi&nt boundary prediction for any of the models.
This is true regardless of whether the task is predictinguditopics or just top-level topics, regardless of whether
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the input is human transcripts or ASR output, and regardiésghether undersampling is applied. That is, the
accuracy level is quite stable once the training set sizehesa25 meetings.

5.6 Discussion

The purpose of modifying the class distribution of the tiagrset is to improve the accuracy of automatic segmen-
tation models. By using directed undersampling to redugatiee examples, we expected the trained models to be
more accurate when classifying unseen data. Examinatitre@ffect of directed undersampling for the combined
models shows that (1) rebalancing the class distributi@s dtmprove the accuracy of automatic segmentation mod-
els when using human transcripts, and (2) the improvemanbi® evident when the ratio of negative to positive
cases moves from the natural class distribution to 1. Anteotdil advantage of directed undersampling is that it
reduces training time without compromising the resultghascomplexity of the combined model is a function of
the total number of cases. However, directed undersammplasgnot effective when applied to ASR output. We
hypothesize that this is because the undersampling prow@ssises the relative importance of speech recognition
errors for the negative examples.

Although we expected that including more positive examplescreasing the size of the training set would
improve the accuracy of prediction, the results show thargiasing training set size does not actually increase the
accuracy of the trained models, regardless of whether thealalass distribution is distorted in the training set.
However, the stability of accuracy level after increasimg size to 25 meetings demonstrates a possible minimum
size for effective training.
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5.7 Conclusions

The current study demonstrates that a lexical model aloneachieve competitive results for predicting topic
segment boundaries when using human transcripts, but thatlal that combines lexical and conversation-based
features suffers less degradation in accuracy when usirig @&8put. The findings confirm that conversation-
based features are more robust to incorrectly recognizedsnio ASR output. In order to further improve the
accuracy of the combined models, we will explore the use ofistic and other multimodal features. For example,
Shriberg et al.l[102] showed that combining prosodic anttéhinformation increases the accuracy of automatic
segmentation in two-party dialogue. In addition, in therent study, we only extracted features from within the
analysis windows immediately preceding and following epotential topic boundary. In future work, we will
explore models that take into account features of longegeaependencies.
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6 Named Entities
6.1 Task Definition

The named entity (NE) task involves identification of wordsmrd sequences that may be classified as proper
names, or as certain other classes such as monetary eppessates and times. This is not a straightforward
problem. While Wednesday 1 September’ is clearly a date, andAlan Turing’ is a personal name, other strings,
such asthe day after tomorrow’, * South Yorkshire Beekeepers Association’ and ‘Nobel Prize’ are more ambiguous.
For annotation of AMI data, we essentially follow ‘AMI Namé&ahtity Guidelineds, which should be read as an
addendum to the NIST 1999 NE recognition task definitionsicer 1.84.

The latter specification defined ten classes of named ettitge types of proper nameipcation>, <person>
and<organization>) three types of temporal expressicibte>, <time> and<duration>) and four types of numerical
expression{money>, <measure>, <percentage> and< cardinal>>). According to this definition the following NE tags
would be correct:

<date>Wednesday 1 September</date>

<person>Alan Turing</person>

the day after tomorrow

< organization>South Yorkshire Beekeepers Association</organization>
Nobel Prize

‘The day after tomorrow’ is not tagged as a date, since ordpsolutetime or date expressions are recognised;
‘Nobel’ is not tagged as a personal name, since it is part of a lamyestauct that refers to the prize. Similarly,
‘South Yorkshire’ is not tagged as a location since it is part of a larger caicstiagged as an organisation.

Specially for AMI data, it was decided that meeting partigifs and other artifacts that might be relevant to the
meeting, such as furniture and recording devices, wouldhbetated. ‘AMI Named Entity Guidelines’ provides
the full detail.

6.2 Annotation

The NE annotation tool has been implemented by the Uniyeo§iTwente, that supports the task definition de-
scribed above. The annotation work is currently on goingatiniversity of Edinburgh.

6.3 Evaluation

NE identification systems are evaluated using an unseefisetloation data: the hypothesised NEs are compared
with those annotated in a human-generated reference tiptise. In this situation there are two possible types
of error: type where an item is tagged as the wrong kind of entity exignf where the wrong number of word
tokens are tagged. For example,

<location>South Yorkshire </location>> Beekeepers Association
has errors of both type and extent since the ground truthhfeetxcerpt is
< organization>South Yorkshire Beekeepers Association</organization> .

These two error types each contribut® @o the overall error count, and precisioR) (and recall R) can be
calculated in the usual way.

Evaluation of spoken NE identification is more complicateattfor text, since there will be speech recognition
errors as well as NE identification errors (i.e., the refeestags will not apply to the same word sequence as the

13 hitp:/iwiki.idiap.ch/ami/NamedEntities
14 hitp:/lwww.nist.gov/speechtests/ie-er/er 99/doc/ine99 _taskdef _v1_4.ps
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hypothesised tags). This requires a word level alignmetiteofwo word sequences, which may be achieved using
a phonetic alignment algorithm developed for the evaluaticspeech recognisers. Once an alignmentis obtained,
the evaluation procedure outlined above may be employet thé addition of a third error typepntent caused

by speech recognition errors. The same statisBan@dR) can still be used, with the three error types contributing
equally to the error count.
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7 Propositional Content

While dialog acts (see sectifth 2) provide information almsutainfunctionalaspects of an utterance, they do not
tell much about theneaningof these utterances and their contribution to the currestadirse. For instance, both
of the following excerpts from a meeting transcription ntipke annotated with the dialog agtestion

e A:“How are you doing?”

e A: “What color should the power button have?”

Yet, both question differ greatly with respect to their ided meaning: the first one is a typical human-social
interaction while the second is about some material aspéaphysical entity. Differentiations like this can not
be delivered by the dialog agtiestion alone; to encode the meaning of an utterance, we are in negechofe
expressive annotation scheme to accompany the dialog actation.

Still, the information encoded in the dialog act is valudblethe understanding of an utterance. The informa-
tion therein can be viewed as on a orthogonal axis. For iostaooth of the sentences

e “ISitgreen?”
e “Itis green.

could be considered to carry exactly the same propositicoraient. The difference between them is, however,
the function expressed by the corresponding dialog actgesee 1 is @uestion , sentence 2 statement . We
conclude that for a formalization of thmeaningof discourse, dialog act annotation and propositional eant
annotation complement each other.

A propositional content scheme differs in principle fronyather annotation scheme: while usually a scheme
consists of a finite set of annotation labels one of which caragsigned to each observable annotation unit,
the number of different meanings a speaker could convey avithtterance is practically unlimited. In theory, a
propositional content formalism would need to have the essibility to represent each and every meaning possible
— thereby providing a complete knowledge representatighefvorld. Obviously, this is too ambitious a goal to
be reached. On the same note, it is common for an annotatimmecto contain some sort wiclassifiable
label because there must be a way to annotate effects thidtmoiLhave been anticipated by the time the scheme
was designed. The same label could also be used for effette¢hur too seldom to be given their own distinct
labels.

It is admissible for an annotation scheme not to cover eafettethat might occur in a real meeting; still,
for the case of propositional content annotation the gqoess legitimate whether it is possible at all to design
a scheme that captures a sufficiently large percentage sipp@meaninggo be of any practical value - in an
open domain application, this is at least doubtable. HoweMel hub scenario meetings which are limited to a
restricted domain, the design of a remote control, giveae&s expect a feasible implementation.

In order to develop a sufficient formalism for propositionahtent coding of natural language, we fall back
on analytical philosophers classic knowledge representanechanisms combined with modern representation
formalisms.

For a long time, traditional Al has used the term ontology@ised by Gruber’s definition “An ontology is a
specification of a conceptualization.” [51]. This constivistic approach doesn’t commit itself to the representa-
tion of reality, but is restricted to the representation aftjgular perceptions of some part of reality and therefore
can be seen as solipsitic domain ontology modeling.

In philosophy, ontology is the science of what is, of the kiraf structures of objects, properties, events,
processes and relations in every area of reality. It dedls tliea priori nature of reality and tries to provide
a “definitive and exhaustive classification of entities ihsgdheres of being”L[103]. L[%7] and_[58] distinguish
betweenformal ontologies, i.e. universal, domain-independent ont@sgindmaterial ontologies, i.e. domain-
specific ontologies.
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7.1 An Ontology for the AMI Hub Meetings

We follow the philosophical approach for several reasorisst,Rhe philosophical underpinnings of formal on-
tologies ensure a framework for the creation of robust aref@perable domain ontologies and secondly, only a
realistic ontology captures all aspects of communicatimhtherefore all possible aspects of meetings.

Currently there exist only few implementations of sopk&téd formal ontologies, see e.g.l[52]. The most
prominent of these so-called “Upper-Level Ontologies” {(dpper Models”) are theSuggested Upper Merged
Ontology(SUMO), theCYC upper modelDOLCE, aDescriptive Ontology for Linguistic and Cognitive Engi-
neering the SUMO-DOLCE hybrid SmartSumo and the Component Lib@myology CLib.

All of these foundational ontologies support several bakitosophical assumptions and ontological choices
at different levels of expressivity, e.g. abstract vs. ceteentities, the 3D (endurantist) vs. the 4D (perdurgntis
view or a multiplicative vs. a reductionistic view and theypport additional theories like mereology, topology,
granularity and scale.

While SUMO and CYC are considered to be very extensive ogtetowith a broad coverage and lots of mid-
and domain-level ontologies, they have weaknesses reggiitéir axiomatisations and complexity respectively.
Clib adopts some ideas from CYC and combines them with FraeheNd WordNet. Regarding their extend,
SmartSumo and DOLCE are light-weight ontologies. In cattta SmartSumo which goes without any axioma-
tisation and the other ontologies, DOLCE has a strong piyilb&al foundation. It's the only formal or upper
ontology in the strict sense of Husserl’s definition and carséen as a reference module which can serve as the
starting point for the development of ontologies. Sinceyvecently, there now exists a new modularized OWL-
version of DOLCE Lite Plus, enriched with experimental miedufor Plans, Information Objects, Semiotics,
Temporal relations, Social notions, etc.

Current ontologies are represented in a variety of languéigd-, CycL, RDFS, KM and other proprietary
formalisms); we have opted for OWL, the RDF/XML-based W3ghstard for the semantic web, for three reasons.
First, the OWL Ontology Language is a universal medium fergkchange of data where data can be shared and
processed by automated tools as well as by humans. It's ansipedard and widely used for the specification
of ontologies and also there are a large number of developimels and reasoners. And last, the OWL language
supports the open world assumption, which means that irftsomthat hasn’t been explicitly added to a knowledge
base is assumed to be “missing” information, which coulddaed sometime in the future.

Several material ontologies (e.g. communicative acts,timgeoom, meeting, product, design, meeting,
project) have been specified for the representation of theé b meetings. Primarily they are based on the
growing AMI corpus with currently about 715.000 words andesal domain theories, e.g. theories about commu-
nication, social acting in meetings, project planning,amigations, and contributions from the AMI project, e.g.
the AMI Dialog Act theory, AMI Named Entities, AMI Meeting As, etc.

At present the AMI ontology comprises about 2700 conceptisc®® properties, build upon the OWL version
of DOLCE Lite Plus and parts of SUMO, SmartSUMO and CLib, s tmay change in future due to the rapid
evolution of formal ontologies. Figufd 9 shows an excerpthef AMI ontology as seen with the browsing and
editing tool Protégé.

Currently we concentrate on the identification, collectiond representation of the content bearing parts of
the existing hub meetings, e.g. the material entities imteeting room (whiteboard, table, chair, human, remote
control, projector, microphone, etc.), the material reenatntrol domain (remote control, button, wheel, DVD,
TV, VCR, etc.), entities in the meeting domain (agenda, dgétem, participants, meeting date, meeting location,
formal meeting acts, etc.) and roles (meeting managerfaate designer, product). On the basis of these domain
entities we’ll continue the elaboration of a generic profttology and a meeting discourse model.

7.2 Outlook

Since DOLCE Lite Plus is a domain-independent ontology &eduniversal medium OWL offers the possibility
to refer, share and process all kind of data, it's possiblm¢tude and map every kind of information bearing
entity to some corresponding ontology entity. In the contéxhe AMI meeting scenario all kinds of additional
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Figure 9: Screenshot of the ontology editing tool Prot&gewing an excerpt of the AMI onotology.
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information entities, e.g. gestures, pictures, multirmegowerpoint slides, handnotes, mimics etc. can be easily
integrated to enrich the representation of a meeting. Aeradirection is the enhancement of the expressiveness
of the discourse model by adding reifcation or hypostasie@inclusion of an sophisticated interpretation theory.
For example DOLCE's experimental module “Descriptions &itdations” supports the representation of complex
discourses partially.
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8 Structuring Meeting Data with Ontologies

In the meeting domain, ontologies can be used for the ariaotat data in order to facilitate replay and navigation
of meeting records, in the context of the use of a meeting beovil he taxonomical structure of the metadata is to
allow users to query the data, at different levels of abtittacfrom more generic, physical entities (e.g. meeting
room items, participant roles, design object componetasiore abstract entities (e.g. argument network and
decision).

The development of the conceptual model of the meeting ogydior the AMI meeting recordings is based on
the description of the design meeting scenario, in whichidbk is the design of a remote control. Several kinds of
knowledge have been captured in the meeting ontology: gekieowledge encoded in concepts from the chosen
upper model - the Component Library (CLib) - in order to elesarcommon understanding of the foundational
concepts of the domain. This upper model has been cut dowoufoown modelling purposes; general meeting
knowledge (meeting phases, items, participants, goal@nascand decisions); meeting type specific knowledge
(design phases, tasks, roles, methods); domain specificl&dge (remote control physical model).

In the specific context of design meetings, the ontologyedasnotated propositional content that identifies,
on the one hand, initial project goals, and, on the other haraposals, positions, decisions, should subsequently
allow not only for the recovery of the line of reasoning in thessign process, but also for the measurement of the
team performance, based on the meeting outcome.

Considering the fact that the argumentation structure eaexpressed in different modalities, we have con-
sidered the possibility of relating verbal argumentatilesreents to other annotated items pertaining to individual
meeting behaviour (hand/head/body gestures, posturesisniocation) for a more meaningful navigation through
meeting capture.
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9 Argumentative Structure

Within organizations the locus of a lot of knowledge prodrets found in dialogue, discussion, and argument:
people expressing ideas, negotiating deals, arguing vgig pursuing agenda’s and seeking common ground.
The arena where most of this production occurs are meefifigsgeneral visible results of meetings normally are
meeting minutes, and maybe if lucky a list of action plansn&ally, a lot of energy and information that has been
put into the actual outcome is never seen again. Meetingdedmwever can also contain recordings of meetings
where the whole meeting is captured by a number of camerd’sserophones.

Smart meeting rooms have appeared at several institutioosdier to record large corpora of meeting data
aiming to eventually build models and systems able to capttue relevant content of the meeting. Once this
content can be transformed into information sources, olé®able to exploit them to gain more knowledge about
decision making, planning, assessment and rationale iag{8%5]. This content, also known as organizational
memory, can be made accessible afterwards for further siyayg. a browser or a summarizer. For a complete
overview of how technology can support meetings see Riendk [97].

Lisowska [71] lists the kinds of queries people want to as&ualecords of meetings. Two main groups of
guestions are distinguished. The first deals with questidnmait the interaction amongst participants during a
meeting. These are questions suchvko was in favor of the proposal from Where there any objections raised
to the final conclusion?r, Where there any other solutions debate@f@e second type deals with elements from
the meeting domain itself. Examples &tew long did the meeting take®/ho where the attendees of the meetjng?
or What were the issues debated, and which problems are stédkotved?

We are interested in finding answers to questions dealifgagteement, disagreement, discussions, decisions
and arguments. We try to find an approach that is able to aafiterdecisions of a meeting as well as the lines of
deliberated arguments. We do not want to formulate an opiaimut thecontentsof the argumentation, but we
do want to identify the relations and the forthcomstgucturebetween the arguments. In this paper we introduce
the Twente Argument Schema, which is developed in ordertmtsire textual units by providing an annotation
enabling people as well as automatic systems to find answeseistions related to the decision making process.

As design can be considered an ‘ill-structured’ or ‘wickedlpem’, the approach in a collaborative problem
solving process one encounters in these kinds of meetingsnierally through a lot of argumentative discourse
[24]. We've tried to identify the various functions of thegamentative aspects of the different contributions made
by the participants and defined labels to relate these tonitshs towards each other. The resulting structure pro-
vides extra insight into which issues were debated and wdtatements were put forward. The schema contains
labels for transcript fragments as well as labels for retetibetween these fragments. The resulting structure
captures the discussions and can be aligned with modedisting arguments developed by argumentation theo-
rists (c.f. Toulmin{[111]). The examples used to illustrdte schema are mostly taken from the transcript of the
AMI-FOB6 meeting, in particular the intelligence discussivhich is included in Appendix I.

9.1 Argument Diagramming

The primary tool currently in use to give an account of argahstructure is the argument diagram. There are
many different kinds of argument diagrams. An argumentmiaggenerally provides a map or snapshot of the
overall flow and structure of the extended chain of reasoimirzggiven passage of discourse containing argumen-
tation. A typical argument diagram gives a map of the ovestalicture of an extended argument. The diagram
generally is a graph containing a set of points or verticegep by lines or arcs. The points (nodes) are used to
represent statements and conclusions of the argumenin#se(arrows) join the points together to represent steps
of inference.

The first one to represent the structure of argumentatiorsmgudiagrams was Beardsley|[14]. This consisted
of numbered statements and arrows indicating supporiagakitips. Coherence between various aspects of the
dialogue are in this way revealed.

Argument diagrams often serve as a basis for criticism afidct®n of the discussion. A related term in
relation to argument diagrammingdgsign rationalewhich is a systematic approach to layout the reasons for and
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the reasons behind decisions that led to the design of daci23]. Argument diagrams can be used for various
other purposes. We list them here briefly:

e Argument diagrams provide a representation leading tokguicognitive comprehension, deeper under-
standing and enhances detection of weaknekses [98, 61].

e Argument diagrams aid the decision making process, as arfase for communication to maintain focus,
prevent redundant information and to saves time.
[126,1119].

e Argument diagrams keeps record and functions as orgamiizdtnemoryi[23, &5]
e The development of argument diagrams may teach criticakihg.[91,115]

Itis obvious that they can serve very similar functions whpplied to records of meetings.

9.2 Diagramming methods

Several diagramming techniques have been developed,thltthéir goals in mind and their own ways to create
the diagrams. We discuss three of them : Wigmore’s chartiathod, Toulmin’s model and the model developed
for the EUCLID project.

Wigmore's charting method Wigmore [125] developed a graphical method for chartin@gleyidence and
looks like the traditional diagramming methods one encexsnhowadays in logic textbooks (e.g. Goviern [49]).
The purpose of his charting mechanism is to represent pfdatts in evidence presented on either side of a trial,
to make sense of a large body of evidence. His charts degetrtfuments that can be constructed from this body
of evidence as well as possible sources of doubt with respelese arguments.

In his model each arrow represents an inference or a proxkiforce. The nodes are tliectsor the kinds
of evidence that are put afore. Each type of evidence hasvitsshape. Circumstantial evidence is for example
represented by a square, where as testimonial evidengeésented by a circle. Furthermore there are possibilities
for including a type of relation between facts where one faxplains away the other’, whether the evidence was
offered by the defendant, or whether the fact was observedtbigunal or judicially admitted.

The Toulmin model In the late 1950’s Stephen Toulmin developed a model of whesehematic represen-
tation of the procedural form of argumentation is preseffidd]. Toulmin’'s model is only concerned with pro
argumentation and the acceptability of a claim, that is yalsarole played by verbal elements in the argumentation
during the justification process.

Toulmin regards an argument as a sequence of interlink@dglar reasons that between them establishes the
content and force of the position for which someone is aguife states that an argument consists of six building
blocks: Adatumwhich is a fact or an observationctaim related to the datum through a rule of inference which
is called awarrant, aqualifier which expresses a degree of certainty of a claimgbaittal containing the allowed
exceptions and backing which can be used to support a warrant.

The EUCLID Model A final model we discuss is the EUCLID model, a hypertext-likedel of arguments
developed under the EUCLID project. This diagramming metledies on the segmentation of a discussion into
a series of claims. This model is rather simple as the resuttiaims can only be related to each other by either
‘support’ or ‘refute’ links [104].

What we see is that these diagrams all have serve their ovpopeiand show differences in application domain
or level of detail, they have one thing in common. They alldtheir own labels and with these labels they structure
parts of discourse in a way to facilitate comprehension andtut possible flaws. As our model should be able
to reveal similar structures, but not from evidence usediaist but from meeting transcripts we are faced with
other limitations. Not all argumentation will be in favor afparticular issue, neither will all the components as
defined by the Toulmin model be present.

We now consider some software tools that are used for argusiegramming purposes and see what we can
learn from them.
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9.3 Diagramming tools

Nowadays several computer software tools are availabteatteaable to help with the creation of an argument
diagram. These Computer Supported Argument Visualizg@8AV) tools or applications are designed to assist
in sorting and sense making of, information and narratieesél in minutes or other forms of discourse weaving
threads of coherence. Users are able to manipulate, aaraotdtdisplay the structure in various ways. Although
all the tools provide means for the creation of an argumesgrdim they all have their own underlying model
or method with their own set of components from which in thd #re resulting diagrams can be created. The
components, or objects and relations, and the rules for gongothem are referred to as the ‘representational
notation’ [109]. We will now describe some features of thiesds and look at their representational notations for
defining their diagrams.

Most of these tools aim to provide a means for both studendssaholars in argumentation to analyze the
structure of natural argument. Araucatial[91], named a&fteee, is for example such a tool. In Araucaria argu-
ment premises are to be placed below the conclusions andddisnpropositions) and the connections between
them can be labelled according to their evaluation. Anoguiercational tool aiming to increase critical thinking
is Reason!able [117], which is designed to be used in unddegte thinking classes. The primary objects in
reason!able are claims, reasons and objections. Theseotcemis can be used to model argument trees. In the
resulting argument trees, a ‘child’ is always evidence faagainst a parent. Similar trees can be constructed with
another software package called AtHEhand Belvederé [108].

There are some differences between the capabilities oé ttoeds. Araucaria is for instance able to handle
argumentation schemes in a way that in case a complex of gitapts is joined through an schema, the whole
structure can be labelled and highlighted and has the aldlishow counter arguments in a shaded box linked
by an horizontal line to the proposition it counters. It ignd#fore also used for the creation of a collection of
arguments fitting within typical argument scheme’s (Kateaal. [62]). In Athena, users are able to manually
assign a relevance value to the relations and to manuallyaeathe acceptability of the premises to see how
much strength a parent would derive from its children. WigaBon!able one is able to evaluate arguments on
three different levels. The strength of the arguments (direetlevel scale: no support, weak support and strong
support), the degree of confidence in their truth and indégeingrounds for accepting or rejecting (e.g. because
it was stated by an authority). The Belvedere environméatvalthe nodes to be labelled with labelsRrinciple,
Theory, Hypothesis, Claim, Datghere as in Reasonable, the nodes can be only of@jgien.

A somewhat different tool is Compendium_[100], which wasiglesd as a tool to support the real time map-
ping of discussions in meetings, collaborative modellengd the longer term management of this information as
organizational memory. Another difference with the otlo@is$ is that the resulting diagram can contain apart from
arguments or conclusions also questions or issue as welhagjers or ideas that have been expressed. Further-
more decisions can explicitly be indicated as well as thiaremces to external data sources can be included such
as notes and spreadsheets.

This shows some of the tools that are used to capture argutisgrams. Also for the schema we are devel-
oping an annotation and visualization tool is being cortséd. With respect to the representational notations of
the tools, it appeared that the positive (support) and negéefute) relation between arguments are included in
all of the tools. Only in the Belvedere environment the iels are somewhat finer grained, examples of their
relation set arsupport, explain, undercut, justify, conflichnother observation is that in all of the tools, except
compendium, the main conclusion or thesis that was debsitegpresented as the uppermost node.

9.4 Aspects of a dialogue

The argument diagrams discussed above visualize thewgteumtan argument. In many cases argument diagrams
are constructed to analyze an argument that has been exgobimd text or that has been expressed through a
dialogue. In this case, it is even possible that statemenislme put into the diagram that were not expressed
explicitly in the text. The purpose of the schema that we gmem the next section is to annotate the statements
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from a text or the utterances in a dialogue with labels thdicete their argumentative function in the discourse

or the argumentative relation that holds between them. itnsinse, the schema attempts to capture information
closely related to the kind of relations found in argumemigdams, but is in its nature closer to a dialogue act

scheme or a scheme such as that stemming from Rhetoricat8&rheory.

Rhetorical structure theory from Mann and Thompsoh [74Yjahes an inventory of relations that hold between
the sentences (roughly speaking) in a text that accountfeaspect of coherence: what has a sentence to do with
the preceding or the next sentence. The list of relationggubgs open-ended. The set of relations is meant to
be general, though in specific genres of texts some relatimmsore likely to turn up than others. Some of the
relations proposed in RST are: evidence, background, edéibn, contrast, condition, motivation, concession,
restatement. Some of these, such as evidence and conegssibtypically occur in argumentative discourse.

In the original set-up by Mann and Thompson! [74] rhetorieddtions are not considered to be speech acts.
However, it is clear that they are not completely unrelateath of the relations could correspond to or constitute
a speech act: provide evidence, give background informaélaborate, contrast, make a conditional statement,
motivate, concede, restate. Asher and Lascaridés [10lg uketorical relations to account for a range of semantic
processes in language, therefore consider rhetoricaioe$aas speech acts that are relational.

For establishing the kinds of speech acts we want to use tk tharargumentative function of utterances, we
have to look at the kinds of dialogues or texts that we wanbttsier. We are especially interested in dialogues
where participants discuss the pro’s and cons of certaintisak to a problem, providing arguments in favor or
against the various solutions and raising new problemss Ehhot completely unlike the discussions that are
modelled in the IBIS system. The IBIS modEgli[66] is an applotxfit argumentation in a model in terms of
issues and their alternatives that have been proposed argtad by the participants. (Note that IBIS is not a
graphical diagramming model) It is based on the principbg the design process for a complex problem is a
conversation between the participants who each have theiranea of expertise. In the process the problem is
also called the topic. Within this topic, speakers bringsgues. Whenever speakers have an opinion towards an
issue, they can assume a position to state how they look ashe. To defend their opinion towards the issue they
can construct arguments until the issue is settled. In tltisgss the participants give their opinion and judgement
about the topic and thus create a more structured look obthie &nd its possible solutioh [32].

Important conversational moves in this kind of dialog amgsing problems, putting forward assertions (solu-
tions), retracting assertions, and putting forward argusha favor or against a solution. An assertion expresses
a proposition and a form of speech indicating whether ther&msis committing to a specific position in a strong
or a weak way. The schema that we present in detail in Sdcifbaczounts for the basic elements of these kinds
of moves. It distinguishes acts in which issues are raiseegtipns put forward) and statements for a position that
are made. It allows one to indicate whether a statementaagtor weak. Whether statements agree or disagree
with each other can be marked in the relations. In many cdatnsents are not simply in favor or against but
variations of each other: restatements, specializatiogsimeralizations. This is something we account for as well
in our schema. Before we present some further details, wedigituss some general issues that we took into
consideration.

9.5 Defining our own diagramming model

As we intended to use an external graphical representatiargomentation, we had to decide on the represen-
tational notation that we could use. According to Brugge#)] (he most important question that needs to be
answered isvhatthe representational notation of the external representatust contain before one starts defin-
ing this notation.

Our representation should visualize the structure of owsigle meeting discussions containing the contribu-
tions from the meeting transcripts in a crisp and coherenyvaich that answers to questions asked about the
meeting either follow directly from the schema or can bedztiin a straight and easy manner.

Walton and Reed [124] describe five what they call ‘desiderfatr a theory of argument schemes. Although
they regard argument schemes as form of an argument (segabf inference) representing common types of

52



argumentation, the desiderata are also relevant for mdéstsibing the components and the relations these com-
ponents in order to constitute an argumentation diagramtargirelevant for our purpose.
The desiderata are:

Rich and sufficiently exhaustive to cover a large propartf naturally occurring argument.
Simple, so that it can be thought in the classroom, andexppy students.
Fine-grained, so that it can be useful employed both awatire and evaluative system.

Rigorous, and fully specified, so that it might be représgim a computational language.

a M w N E

Clear, so that it can be integrated with the traditionagdhmming techniques of logic textbooks.

These desiderata also hold for our schema.

The decision making process occurring in our design megtiag be decomposed into several sub processes,
with multiple levels of detail. An example is the nine-stepdrl proposed by Schwariz [99] which mentions the
following phases: the problem definition, the criteria digfim to evaluate the solutions, identify the root causes,
generate solutions, evaluate solutions, select the bkgisg develop an action plan, implement the action plan
and evaluate the the outcomes and the process. A similangesition is presented by Briggs and Vreede [21]
who identify structures such as, diverge, converge, omgarglaborate, abstract and evaluate. So as we want to
capture the decision process of a meeting our model shonidisow be able to incorporate these relevant aspects.

With respect to all diagramming models we studied, they galyestart with, or work towards a final ‘conclu-
sion’. This does not suit our purpose as it could happen thatif domain of meeting discussions. there might be
no conclusion at all (e.g. due to time constraints). What weld/like to do is to capture contributions, or parts of
contributions in the nodes of the diagram that is to be dgegloAlso the support and object relations with respect
to issues debated seem to be appropriate for our use.

The approach that we took was a so called ‘goal driven desigproach. Based on the literature on argumen-
tation theories and argument diagramming, we started katiogeargument diagrams on a small corpus. In several
rounds we tried to reach a consensus on how to label a me#&tihgn required, the representational notation was
refined. The whole process was repeated until agreemenieaeaked on the labels for the components. The next
section describes the resulting schema and relates it tp@oemts of the other models described before as well as
to the structural components inherent to conversations.

9.6 The Twente Argument Schema

The Twente Argument Schema is a Schema that can be usedt® argament diagrams from meeting transcripts.
Following most of the diagrams studied, application resuita tree structure with labelled nodes and edges.
The nodes of the tree contain parts of, or even complete spéatns. The content of the nodes correspond in
granularity to the size of dialogue acts. The edge defineye ¢f the relation between the nodes.

9.6.1 The Nodes

As Newman and Marshall [80] describe, if one is willing to reakdecomposition of large and complex spaces, a
separation of issues is required that group arguments estbect to a particular topic they address. (c.f. a meeting
agenda). In the IBIS model issues are represented as quedid. This is due to the fact that issues can be seen
as an utterances with a direct request for a response, irathe way as a question is generally followed by an
answer.

Fundamental questions with respect to conversational mareyes-no questionsndwhy question§6s]. A
Yes-No question admits only two kinds of answers, beingdlitexisupportive, or negative. A yes no question rules
out theoption‘l don’t know’ expressing uncertainty. Both types of quess are so called choice questions where
the set of possible options to answer is limited to a definedfsghoices. Another type of question one could ask
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is anopen questiorthis question can be answered in any way without the limitetf a predefined set of choices,
for the progress of the dialogue, the only restriction i tha answer should somehow be related and relevant
to the question [50]. In our Schema we defined three diffeladrels for our nodes to represent the issues: The
‘Open issue’ the‘'A/B issue’and the'Yes/No issue’ As a response to the issues, participants can take pasition
with respect to the possible set of options relevant to theeis These positions are generally conveyed through
the assertion o$tatementsThe content of a statement always contain a propositionhitciwa certain property

or quality is ascribed to a person or thing. A proposition bara description of facts or events, a prediction, a
judgement, or an advice (Van Eemeren etlal. [115]).

Statements can vary in the degree of force and scope. It ggrehahat meeting participants make remarks
that indicate that they are not sure of what they say is agttrale. Toulmin [111] uses in his model a qualifier
to say something about the force of what he calls ‘claim’. Wttes qualifier is introduced, it is possible that the
assertion is made with less force. As Eemelen [40] pointghaitthe force of an argument can also be derived
from lexical cues. To be able to represent this we introdhedabelweak statement’

So, the nodes in our tree consist of issues and statementre\dtatements can be either weak or strong and
issues are distinguished in whether they are open, yes/p@sent several alternatives.

9.6.2 The Relations

Relations can only exist between nodes. For this we haveatefimumber of relations that can exist between the
labelled nodes. When engaged in a discussion or debatdjrtiieation of misunderstandings is a prerequisite in
order understand each other and hence to procekd [79]cipartis in a discussion, according to Neass, eliminate
misunderstandings by clarifying, or specifying their stagnts. These moves can e.g. be observed in the criteria
definition phase, of the decision making process.

If one clarifies a statement, the new contribution shedsfardifit light on the same content to increase compre-
hension by the other party. As this occurs regularly in tlsea$sions examined we introduced BHrification’
relation label. It is to be noted that a clarification conitibn can also be made by a different person than the
person making the initial contribution. An example of a ifleation relation occurs between the following two
contributions in our example ‘Ants are the most intelliganimals’ and the proceeding contribution of the same
speaker shows why this is the case ‘Ants can build big strastuThe second contribution here is used to clarify
the first one by explaining why the speaker thinks that what sead by his first contribution is true.

A specification occurs in situations where a question is iélkeone of the speakers and someone else asks
a question which specializes the first question resulting possible solution space with more constraints. The
contribution ‘Which animal is the most intelligent?’ can$mecialized with the following proceeding contribution
‘Is an ant or a cow the most intelligent animal?’ which agan be specialized if one for instance asks 'Are ants
the most intelligent animal?’. The other way around is hasvealso possible. If one is not able to find a solution
for the specific problem, one could enlarge the solution sghmough generalization. For these occasions we
introduce the label'Specialization'and‘Generalization’Both labels can for instance be applied when a particular
issue generalizes or specializes another issue.

Whenever the issue is defined, an exchange of ideas aboubskibie answers or possible solution naturally
occurs in the decision making process. Whenever a stateémprade as a response to an open-issue or an A/B-
issue it might reveal something about the position of pigdict in the solution space. In general he provides an
‘Option’ to settle the issue at hand. For example when a speaker askshi\dhimal is the most intelligent?’ and
the response from someone else is ‘I think it's an ant’ théooptelation is to be applied. The opposite of the
option relation is theOption-exclusion'relation, and it is to be used whenever a contribution exadual single
option from the solution space.

For a yes/no-issue the contributions that can be made arelatéd to enlarge or to reduce the solution space,
but to reveal one’s opinion to the particular solution oriopat hand. In a conversation people can have a positive,
negative or neutral stance regarding statements or Y iegsd-or this purpose the lab&Pssitive’, ‘Negative’and
‘Uncertain’ are introduced. With the aim to reveal whether contribugifrom participants are either supportive,

54



objective, or unclear. We see that the positive and neg&thel are used in many of the models described in
sectior 9P anf3.3.

The positive relation for example can exist between a yessige and a statement that is a positive reaction
to the issue or between two statements agreeing with eadn. oiWhen one speaker states that cows can be
eliminated as being the most intelligent animals and thpaese from another participant is that cow’s don’t
look very intelligent, then the relation is positive. Thegaéve relation is logically the opposite of the positive
relation. It is to be applied in situations where speakesagliee with each other or when they provide a conflicting
statement as a response to a previous statement or a negsfdmse to a Yes/No-issue. In case it is not clear
whether a contribution is positive or negative, but thatéhexists some doubt on the truth value of what the first
speaker said, one should use the uncertain relation. Frperiexce with the annotations it appears that in most
cases it can easily be seen by the annotator whether thek&maostly agreeing or mostly showing doubt.

The final relation of our set is to be applied when the contérat particular contribution is required to be
able to figure out whether another contribution can be trueobr We named this thBubject torelation, which
is somehow related to the concession relation in Toulmirgsleh It is to be applied for example in the situation
where someone states that ‘If you leave something in thaéatcyou're less likely to find a cow’ and the response
is ‘That depends if the cow is very hungry’. So the secondrilmumion creates a prerequisite that has to be known
before the first contribution can be evaluated. If the cowas/\hungry the support could be either positive or
negative. The uncertain label is not to be applied it thigcas the stance of the person in question is clear once
the prerequisite is filled in. The uncertain label is merelé used when a issue is preceded by a request for
specialization or clarification.

9.7 Preserving the conversational flow

As we are working on transcripts, it is best for our model t@bestructed sequentially in order to follow the line
of the discussion. To preserve the order of the discussitreimodel we decided that, when applying the schema,
the algorithm or annotator should follow a depth first seaigworithm [34] when extending it. This means that
in principle every next contribution becomes a child of tmevious contribution, unless the current contribution
relates stronger to the parent of the previous contributidns way the resulting tree structure can still be read
synchronously.

9.8 Freedom of the annotator

One of the drawbacks of argument diagramming that is oftemtioed is that there is no correct diagram. Walton
[123] for instance showed that various different argumémihms can be instantiated by one single text. Although
this is true, an interesting point here is the analogy thatbmadrawn between RST and Argument Diagramming.
As Reed and Rowe _[91] point out that Mann and Thompson sudhasthe analyst should malsausibility
judgementsather than absolute analytical decisions, it is implidateat there can be more than one reasonable
analysis. This also goes for argument diagramming, whexeetfaluator is free to interpret and to create that
diagram that he considers the most appropriate accordimg twr her perception. As long as the schema is applied
correctly, its purpose anyhow will be apparent. An exampla transcript can be found in Append¥ A and the
resulting diagram can be found in Figlird 10.

9.9 Conclusions and Future Work

We have developed a method to capture argumentative aggauteting discussions in a way that an argument
diagram can be created that shows how the discussion eydieedthe contributions of the participants relate,
which issues were debated and which possible solutions exetiated. The resulting argument maps are a
valuable resource capturing organizational memory, thataid querying systems and can be directly used in
meeting browsers.
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Figure 10: An argument tree of the intelligence discussion

Currently we are developing a tool to help make annotatidmaeeting transcripts. This way we want to
construct a corpus from which models are to be trained tha¢tutly one day will be able to derive the structures
of the argumentation themselves. When the first annotaticmthere, reliability analysis amongst annotators will
be investigated as well as a study into automatic recogntfdoth labels and relations are to be conducted.
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10 Chunking

10.1 Introduction

Steven Abney pioneered the ideaprsing by chunksupported by psychological evidence of human parser
[4], where chunks are taken to be some non-recursive coregagifr phrases. He also tried partial parsing of
unrestricted text with finite-state cascades [2] in a kndgkintensive way.

The problem of chunking is further reformulated as a tasklamo POS tagging [89], i.e., by adopting a tag
set of{B, |, O} combined with chunk type of XP for those non-overlappingrits) where:

B: initial word of a chunk
I: non-initial word of a chunk
O: word outside of any chunk

Therefore many learning approaches to POS tagging becasetlgiavailable for chunking (see, e.d..|[83, 84]).

Syntactic chunking (partial parsing) of unrestricted terittext have become a relatively well-defined and well-
studied task since the introduction of CoNLL 2000 share# [4$0]. But the chunking of spontaneous spoken
langauge has received less attention (exdept [84]) tharofharitten language though spoken language is also
suitable (if not more) for such kind of shallow processingeBuccessful chunking of AMI meetings would serve
the meeting browser in several ways, direct (e.g., to findesoreaningful unit larger than words) or indirect (e.g.,
to extract chunk features for further analysis like segmugon, dialogue act tagging, summarization, etc).

In this section we will, on the one hand, try three differelatssifiers (based separately on maximum en-
tropy/MXPOST, support vector machines/SVMs, and condé@laandom fields/CRFs) on Penn treebank Wall
Street Journal (WSJ) and switchboard (SWBD) to show sthteesart performances of chunking. On the other
hand, we will test AMI meetings with those chunkers to shogvdffect of the difference training data on chunking
performance. And therefore we propose to apply semi-sigetearning to tackle the annotation problem.

10.2 Data and classifiers

The Penn treebank data used here includes WSJ sectionsdsbtiBning data (wsj.train), and section 20 as test

data (wsj.test); SWBD sections 2 and 3 as training data (svelda), sections 4 as test data (swhd.test); AMI

meeting 1S1008b as training data, 1IS1008a as test data.tResivank is converted from trees to chunks using the

script for CoNLL task. The evaluation script is the same ada The performance is reported Fy_1 score (%)

unless indicated. AMI meetings are manually chunked in daimmanner to CoNLL task as describedlin [110].
The classifiers used are MXPOSTI[BHYAMCHAR], and CRF+H.

16Available fromiftp:/itp.cis.upenn.edu/pub/adwait/imx/|mx.tar.oz
17available frominttp:/ichasen.orq/ taku/sottware/yamchal
18pvailable fromhttp:/ichasen.orq/ taku/software/CRF++
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10.3 Experiments and Resulf§
Training on WSJ

mxpost| svm crf

wsj.train | 92.92 | 99.97 | 99.32
wsj.test | 88.35 | 87.85| 88.55
swbd.test| 71.06 | 70.62| 71.49
IS1008a| 60.91 | 57.57| 62.01
IS1008b | 61.97 | 58.94| 60.91

Training on SWBD

mxpost| svm crf
wsj.test | 76.70 | 75.39| 77.78

swbd.train| 92.34 | 99.61| 97.28
swbd.test| 89.93 | 90.96| 91.82
IS1008a | 74.39 | 70.66 | 72.97
IS1008b | 74.20 | 71.48| 71.91

Training on AMI 1IS1008b with MXPOST

test on IS1008a
Precision| Recall | Fg_;
ADJP 30.30 30.30 | 30.30
ADVP 61.06 55.65 | 58.23
CONJP| 93.55 91.58 | 92.55
INTJ 95.00 93.66 | 94.33
NP 81.12 86.19 | 83.58
PP 81.36 85.71 | 83.48
SBAR 63.64 | 63.64 | 63.64
VP 75.33 77.57 | 76.43
Overall 81.07 82.93 | 81.99

test on 1S1008b
Precision| Recall | Fg_;
ADJP 78.72 | 65.49 | 71.50
ADVP 78.77 | 75.91| 77.31
CONJP| 91.67 | 93.77 | 92.71
INTJ 96.23 | 97.28 | 96.75

NP 87.99 | 91.53| 89.73

PP 94.08 | 91.53| 92.78
SBAR 92.00 | 85.19 | 88.46

VP 84.67 | 85.32 | 85.00
Overall | 88.32 | 89.07 | 88.69

19please note: all the experiments here did not make use of F@®niation, simply to make things simpler. Therefore, tbgults can not
be compared directly with those reported in most of the cinghgapers, e.g.L[1110], where POS is used. By the way, tteepsotormance for
chunking is around 94% ifg = 1.
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10.4 Discussion

From the above experiments, we come to the following cormmhss

e The sota chunking (without POS information) performarige {) on annotated Penn treebank data is about
87.85-91.82 %.

e Of all the chunkers trained on Penn treebank data, the besrpmnce in chunking AMI meetings is from
the chunker trained with MXPOST, which is also the most cotatienally efficient. So if we have to find
a best chunker trained on Penn treebank data with any ctassifen we need to choose SWBD data and
MXPOST.

e From further experiments on AMI data, training data of theasayenre or domain is the most informative.
But for AMI meeting chunking, we don’t have any chunk-antetbdata for training and there won't be
any large-scale annotation. So, we will need to employ soime &f semi-supervised learning approach.
Actually, annotation of a small data set is ongoing. Onc=fitiished, the data will be used as seed data to
bootstrap an AMI meeting chunker with sota performance.
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11 Meeting Group Action Segmentation and Recognition

In this section we address the problem of recognising sempseof human interaction patterns in meetings, with
the goal of structuring them in semantic terms ([3]). The &rto discover repetitive patterns into natural group
interactions and associate them with a lexicon of meetiniprg or phases (such as discussions, monologues,
and presentations). The detected sequence of meetingigetit provide a relevant summary of the meeting
structure. The investigated patterns are inherently glmaged (involving multiple simultaneous participantsid a
multimodal (as captured by cameras and microphones).

Starting from a common lexicon of meeting actions (secfi@dl)l and sharing the same meeting data-set
(sectioITR), each site (TUM, IDIAP and UEDIN) has seld@especific feature set (section1.3) and proposed
relevant models (sectidnI1.4). Then a common evaluatiamien(sectionITI5) has been adopted in order to
compare several experimental setups (se€fiod 11.6).

11.1 Action Lexicon

Two sets of meeting actions have been defined. The first sétdle 1, defined inL[75]) includes eight meeting

actions, like discussion, monologue, or presentation.fiibrologue action is further distinguished by the person
actually holding the monologue (e.g. monologue 1 is megiartjcipant one speaking). The second set (lexicon 2,
defined inl[131]) comprehends the full first set, but also laskinations of two parallel actions (like a presentation
and note-taking). The second set includes fourteen grotignac Both sets and a brief description are shown in

table[1T.

Table 17: Group action lexicon 1 and 2

Action Lexicon Description
Discussion | lexicon 1 and 2| most participants engaged in conversatigns
Monologue | lexicon 1 and 2 one participant speaking .
continuously without interruption
Monologue+ | contained only one participant speaking continuously
Note-taking in lexicon 2 others taking notes
Note-taking | lexicon 1 and 2 most participants taking notes
Presentation| lexicon 1 and 2 one participant presenting
using the projector screen
PresentationH contained only one participant presenting using
Note-taking in lexicon 2 projector screen, others taking notes
White-board | lexicon 1 and 2 one participan_t speaking
using the white-board
White-board+| contained only one participant speaking using
Note-taking in lexicon 2 white-board, others taking notes

11.2 Meeting Data Set

We used a public corpus of 59 five-minute, four-participanipged meetingsi([75]). The recordings took place at
IDIAP in an instrumented meeting room equipped with camaruismicrophon@. Video has been recorded us-
ing 3 fixed cameras. Two cameras capture a frontal view of thetimg participants, and the third camera captures
the white-board and the projector screen. Audio was recbuding lapel microphones attached to participants,
and an eight-microphone array placed in the centre of tHe.tab

20This corpus is publicly available from http://mmm.idia.c
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11.3 Features

The investigated individual actions are multimodal, weréfiere use different audio-visual features. They are
distinguished betweeperson-specifi@\V features andyroup-levelAV features. The former are extracted from
individual participants. The latter are extracted from Wiéte-board and projector screen regions. Furthermore
we use a small set of lexical features. The features areileddn the next paragraphs, for details please refer to
the indicated literature.

From the large number of available features each site haseahwset, used to train and evaluate their models.
The complete list of features, and the three different $a#aP, TUM, UEDIN are listed in tablg~18.

11.3.1 Audio features

MFCC: For each of the speakers four MFC coefficients and the enemye wxtracted from the lapel-
microphones. This results in a 20-dimensional veggftr) containing speaker-dependent information.

A binary speech and silence segmentation(BSP) for each of the six locations in the meeting room was ex-
tracted with the SRP-PHAT measurge ([75]) from the micropharray. This results in a six-dimensional discrete
vectorXgsp(t) containing position dependent information.

Prosodic features are based on a denoised and stylised version of the intonediotour, an estimate of the
syllabic rate of speech and the energy|([37]). These aapigstiures comprise a 12 dimensional feature vector (3
features for each of the 4 speakers).

Speaker activity features rely onthe active speaker locations evaluated using a ssaurde localisation process
based on a microphone array ([75]). A 216 element featureveesulted from all the possible products of the

6 most probable speaker locations (four seats and two geggenpositions) during the most recent three frames
([37]). A speaker activity feature vector at tirhéhus gives a local sample of the speaker interaction paitietre
meeting at around time

Further audio features: From the microphone array signals, we first compute a speslitameasure (SRP-
PHAT). Three acoustic features, namely energy, pitch amdldpg rate, were estimated on speech segments,
zeroing silence segments. We used the SIFT algorithm taexpitch, and a combination of estimators to extract
speaking rate [([15]).

11.3.2 Global motion visual features

In the meeting room the four persons are expected to be atfair different locations: one of four chairs, the
whiteboard, or at a presentation position. For each logdtion the meeting room a difference image sequence
Ig(x, y) is calculated by subtracting the pixel values of two subsetjframes from the video stream. Then seven
global motion features|([133]) are derived from the imaggusace: the centre of motion is calculated for the x-
and y-direction, the changes in motion are used to expresdythamics of movements. Furthermore the mean
absolute deviation of the pixels relative to the centre ofiomis computed. Finally the intensity of motion is
calculated from the average absolute value of the motianillision. These seven features are concatenated for
each time step in the location dependent motion vector. &enating the motion vectors from each of the six
positions leads to the final visual feature vector that deesrthe overall motion in the meeting room with 42
features.
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Table 18: Audio, visual and semantic features, and thetieguhree feature sets.
Description IDIAP | TUM | UEDIN
head vertical centroid
head eccentricity
right hand horizontal centroid
right hand angle
right hand eccentricity
head and hand motion
. global motion features from each seat X
Specific SRP-PHAT from each seat
Features speech relative pitch
speech energy
speech rate
4 MFCC coefficients
binary speech and silence segmentatior
individual gestures
talking activity
mean difference from white-board X
mean difference from projector screen X
global motion features from whiteboard
global motion features from projector scre¢n
Group SRP-PHAT from white-board X
Features SRP-PHAT from projector screen X
Audio speaker activity features X
binary speech from white-board X
binary speech from projector screen X

Visual

X| X| X| X| X| <

Person-

Audio

X[ X| X| X
X
X| x| X

x| X| X| <

Semantic

Visual

x| <

11.3.3 Skin-colour blob visual features

Visual features derived from head and hands skin-colousdigere extracted from the three cameras. For the
two cameras looking at people, visual features extractadisbof head vertical centroid position and eccentricity,
hand horizontal centroid position, eccentricity, and angfhe motion magnitude for head and hand blobs were
also extracted. The average intensity of difference imageguted by background subtraction was extracted from
the third camera. All features were extracted at 5 frames@eond, and the complete set of features is listed in
table[I8. For details refer to [131].

11.3.4 Semantic features

Originating from the low level features also features onghbr level have been extracted. For each of the six
locations in the meeting room the talking activity has beetedted using results frorn_[69]. Further individual
gestures of each participant have been detected usingshegeecogniser from [133]. The possible features were
all normalised to the length of the meeting event to providerelative duration of this particular feature. From all
available events only those that are highly discriminatieee chosen which resulted in a nine dimensional feature
vector.

11.4 Models for Group Action Segmentation and Recognition
11.4.1 Meeting segmentation using semantic features

This approach combines the detection of the boundarieslassification of the segments in one step. The strategy
is similar to that one used in the BIC-Algorithni([113]). Twonnected windows with variable length are shifted
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Figure 11: Multi-layer HMM on group action recognition.

over the time scale. Thereby the inner border is shifted fitoerieft to the right in steps of one second and in each
window the feature vector is classified by a low-level clissi If there is a different result in the two windows,
the inner border is considered a boundary of a meeting etferd.boundary is detected in the actual window, the
whole window is enlarged and the inner border is again ghifiem left to the right. Details can be found In [95].

11.4.2 Multi-stream mixed-state DBN for disturbed data

In real meetings the data can be disturbed in various wayents\ike slamming of a door may mask the audio
channel or background babble may appear; the visual chaamebe (partly) masked by persons standing or
walking in front of a camera. We therefore developed a noppl@ach for meeting event recognition, based on
mixed-state DBNSs, that can handle noise and occlusiong @hahnels ([4}15]). Mixed-state DBNs are an HMM
coupled with a LDS, they have been applied to recognisingarugestures in_[86]. Here, this approach has been
extended to a novel multi-stream DBN for meeting event redam.

Each of the three observed features: microphone array (B&# microphone (MFCC) and the visual global
motion stream (GM) is modelled in a separate stream. Tharageorrespond to a multi-stream HMM, where each
stream has a separate representation for the features.vieligwree visual stream is connected to a LDS, resulting
in a mixed-state DBN. Here the LDS is a Kalman filter, usingoinfation from all streams as driving input, to
smooth the visual stream. With this filtering, movementgmeglicted based on the previous time-slice and on the
state of the multi-stream HMM at the current time. Thus osidas can be compensated with the information from
all channels. Given an observatiGnand the model parametes for the mixed-state DBN, the joint probability
of the model is the product of the stream probabilitle@, E;) = Ps - Py - Ps. The model parameters are learned
for each of the eight event classewith a variational learning EM-algorithm during the traigiphase. During the
classification an unknown observatiOris presented to all models. ThenP(OIE;) is calculated for each model
andO is assigned to the class with the highest likelihood: argma®(O|E;). Applying the Viterbi-algorithm
to the model, leads to a meeting event segmentation frankevildte mixed-state DBN can therefore easily be
combined with other models presented in this document.

11.4.3 Multi-layer Hidden Markov Model

In this section we summarise the multi-layer HMM applied toup action recognition. For a detailed discussion,
please refer td [131].

In the multi-layer HMM framework, we distinguish group amts (which belong to the whole set of partici-
pants, such adiscussion and presentatipfiom individual actions (belonging to specific personghsaswriting
and speakingy To recognise group actions, individual actions act abthige between group actions and low-level
features, thus decomposing the problem in stages, andiiimglthe complexity of the task.

Let I-HMM denote the lower recognition layer (individualtemn), and G-HMM denote the upper layer (group
action). I-HMM receives as input audio-visual (AV) featsextracted from each participant, and outputs posterior
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hidden variables and circles must be intend as continucsesreations

probabilities of the individual actions given the currebservations. In turn, G-HMM receives as input the output
from I-HMM, and a set of group features, directly extracteshi the raw streams, which are not associated to
any particular individual. In the multi-layer HMM framewqreach layer is trained independently, and can be
substituted by any of the HMM variants that might capturedsehe characteristics of the data, more specifically
asynchrony ([16]), or different noise conditions betweke audio and visual streams$_([38]). The multi-layer
HMM framework is summarised in figukell 1.

Compared with a single-layer HMM, the layered approach hagdllowing advantages, some of which were
previously pointed out by [82]: (1) a single-layer HMM is dedd on a possibly large observation space, which
might face the problem of over-fitting with limited trainirdata. It is important to notice that the amount of
training data becomes an issue in meetings where dataifabilinot a cheap task. In contrast, the layers in our
approach are defined over small-dimensional observatiaoesy resulting in more stable performance in cases
of limited amount of training data. (2) The I-HMMs are persadependent, and in practice can be trained with
much more data from different persons, as each meetinggesvnultiple individual streams of training data.
Better generalisation performance can then be expect@¢d@h@8G-HMMs are less sensitive to slight changes in
the low-level features because their observations aredluts of the individual action recognisers, which are
expected to be well trained. (4) The two layers are trainéeépendently. Thus, we can explore different HMM
combination systems. In particular, we can replace thelibeaseHMMs with models that are more suitable for
multi-modal asynchronous data sequences. The framewoskatbcomes simpler to understand, and amenable to
improvements at each separate level.

11.4.4 Multistream DBN model

The DBN formalism allows the construction and developméatwariety of models, starting from a simple HMM
and extending to more sophisticated models (hierarchib#\id, coupled HMMs, etc). With a small effort, DBNs
are able to factorise the internal state space, organidimg set of interconnected and specialised hidden vasable

Our multi-stream model (bottom of figurel12) exploits thigpiple in two ways: decomposing meeting actions
into smaller logical units, and modelling parallel featateeams independently. We assume that a meeting action
can be decomposed into a sequence of small units: meetimgtiuts. In accordance with this assumption the
state space is decomposed into two levels of resolutiontingeactions (nodes) and meeting subactions (nodes
S). Note that the decomposition of meeting actions into nmgesiubactions is done automatically through the
training process.

Feature sets derived from different modalities are uswgdiserned by different laws, have different character-
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istic time-scales and highlight different aspects of thengwnicative process. Starting from this hypothesis we
further subdivided the model state space according to theaaf features that are processed, modelling each
feature stream independently (multistream approach).r&bating model has an independent substate 1$6de
for each feature clads , and integrates the information carried by each featuemasirat a ‘higher level’ of the
model structure (arcs betwedmandS™,F = [1,n]). Since the adoptekéxicon 1(sectiorZITH) is composed by 8
meeting actions, the action nodehas a cardinality of 8. The cardinalities of the sub-actiodasS are part of
parameter set, and in our experiments we have chosen a \féue @.

The probability to remain in an HMM state corresponds to aeilise exponentiall([88]): a similar behaviour
is displayed by the proposed model. This distribution is weti-matched to the behaviour of meeting action
durations. Rather than adopting ad hoc solutions, suchtemadransition penalties, we preferred to improve the
flexibility of state duration modelling, by enhancing theésting model with a counter structure (top of figliré 12).
The counter variabl€, which is ideally incremented during each action transitettempts to model the expected
number of recognised actions. Action variablesow also generate the hidden sequence of counter odes
together with the sequence of sub-action nd8ldinary enabler variables have an interface role between action
variablesA and counter nodes.

This model presents several advantages over a simpler HMWhinh features are “early integrated” into
a single feature vector: feature classes are processepgendently according to their nature; more freedom is
allowed in the state space partitioning and in the optinosatf the sub-state space assigned to each feature class;
knowledge from different streams is integrated togethandtigher level of the model structure; etc. Unfortunately
all these advantages, and the improved accuracy that cachiEved, are balanced by an increased model size,
and therefore by an increased computational complexity.

11.5 Performance Measures

Since group meeting actions are high level symbols and bmindaries are extremely vague. In order to eval-
uate results of the segmentation and recognition task we theeAction Error Rate, a metric that privileges the

recognition of the correct action sequence, rather thamptbeise temporal boundaries. AER is defined as the
sum ofinsertion(Ins), deletion(Del), andsubstitution(Subs) errors, divided by the total number of actions in the

ground-truth:

Subst Del+ Ins
AER= ———— %< 100%
Total Actions X 100% 8)

Measures based aeletion (Del) andinsertion (Ins) andsubstitution(Subs) are also used to evaluate action
recognition results.

11.6 Experiments and Discussions
11.6.1 Higher semantic feature approach

The results of the segmentation are shown in tBble 19 (BNe&an Network, GMM: Gaussian Mixture Models,
MLP: Multilayer Perceptron Network, RBF: Radial Basis Netw, SVM: Support Vector Machines). Each row
denotes the classifier that was used. The columns show tedigrsrate (number of insertions in respect to
all meeting events), the deletion rate (humber of deletinongspect to all meeting events), the accuracy (mean
absolute error) of the found segment boundaries in secamtish@ recognition error rate. In all columns lower
numbers denote better results. As can be seen from the tdi#a®sults are quite variable and heavily depend on
the used classifier. These results are comparable to thepoesanted in[94]. With the integrated approach the
best outcome is achieved by the radial basis network. Heredertion rate is the lowest. The detected segment
boundaries match pretty well with a deviation of only aboust §econds to the original defined boundaries.
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Table 19: Segmentation results using the higher sematiareapproach (BN: Bayesian Network, GMM: Gaus-
sian Mixture Models, MLP: Multilayer Perceptron NetworkBR: Radial Basis Network, SVM: Support Vector
Machines). The columns denote the insertion rate, theideledte, the accuracy in seconds and the classification
error rate (using lexicon 1 in Tadgl17).

| Classifier| Insertion (%) Deletion (%) Accuracy Error (%)

BN 14.7 6.22 7.93 39.0
GMM 24.7 2.33 10.8 41.4
MLP 8.61 1.67 6.33 32.4
RBF 6.89 3.00 5.66 31.6
SVM 17.7 0.83 9.08 35.7

11.6.2 Multi-stream mixed-state DBN for disturbed data

To investigate the influence of disturbance to the recogmipierformance, the evaluation data was cluttered: the
video data was occluded with a black bar covering one thirthefimage at different positions. The audio data
from the lapel microphones and the microphone array waarthistl with a background-babble with 10dB SNR.
30 undisturbed videos were used for the training of the mod&he remaining 30 unknown videos have been
cluttered for the evaluation.

The novel DBN was compared to single-modal (audio and vjddlIMs, an early fusion HMM, and a multi-
stream HMM. The DBN showed a significant improvement of theogmition rate for disturbed data. Compared
to the baseline HMMs, the DBN reduced the recognition ersomore than 1.5% (9% relative error reduction)
for disturbed data. It may therefore be useful to combing dpiproach with the other models presented in this
document, to improve the noise robustness. Please refdr, &) for detailed recognition results, as well as a
comprehensive description of the model.

11.6.3 Multi-layer hidden Markov model

Table[2ZD reports the performance in terms of action errer (&ER) for both multi-layer HMM and the single-
layer HMM methods. Several configurations were comparediiiting audio-only, visual-only, early integration,
multi-stream ([38]) and asynchronous HMM35 ([16]). We cae et (1) the multi-layer HMM approach always
outperforms the single-layer one, (2) the use of AV featafesys outperforms the use of single modalities for
both single-layer and multi-layer HMM, supporting the htpesis that the group actions we defined are inherently
multimodel, (3) the best I-HMM model is the asynchronous HMMhich suggests that some asynchrony exists
for our task of group action recognition, and is actuallyheaptured by the asynchronous HMM.

11.6.4 Multistream DBN model

All the experiments depicted in this section were conduote83 meetings (subset of the meeting corpus depicted
in sectio_TTR) using the lexicon 1 of eight group actiong. ivplemented the proposed DBN models using the
Graphical Models Toolkit (GMTK) ([17]), and the evaluatiaperformed using a leave-one-out cross-validation
procedure.

Table[2Z1 shows experimental results achieved using: anderdd-states HMM, a multi-stream approach
(sectioTT1.2414) with two feature streams, and the full ¢teuanhanced multi-stream model. The base 2-stream
approach has been tested in two different sub-action caatigns: imposindS'| = |$?| = {60r 7}. Therefore
four experimental setups were investigated; and each betsipeen tested with 3 different feature sets, leading to
12 independent experiments. The first feature configurgtldBDIN") associates prosodic features and speaker
activity features (sectiof_TL.3.1) respectively to theatS! and toS?. The feature configuration labelled as
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Table 20: AER (%) for single-layer and multi-layer HMM (ugitexicon 2 in Tabl€7).

Method | AER (%) |

Visual only 48.2

Audio only 36.7

Single-layer HMM | Early Integration 23.7
Mutli-stream 23.1

Asynchronous 22.2

Visual only 42.4

Audio only 32.3

Multi-layer HMM | Early Integration 16.5
Multi-stream 15.8

Asynchronous 151

“IDIAP” makes use of the multimodal features extracted atAB, representing audio related features (prosodic
data and speaker localisation) through the observable Yib@ad video related measures throth The last
setup (“TUM") relies on two feature families extracted ag¢ thechnische Universitat Miinchen: binary speech
profiles derived from IDIAP speaker locations and videotezlaglobal motion features; each of those has been
assigned to an independent sub-action node. Note that iHltid based experiment the only observable feature
streamY has been obtained by merging together both the featureréé€t@ndY?. Considering only the results
(of table[Z1) obtained within the UEDIN feature setup, itlisac that the simple HMM shows much higher error
than any other multi-stream configuration. The adoptionmiudtistream based approach reduces the AER to less
than 20%, providing the lowest AER (11%) when sub-actiodicelities are fixed to 7. UEDIN features seem to
provide a higher accuracy if compared with IDIAP and TUM gatibut it is essential to remember that our DBN
models have been optimised for the UEDIN features. In p#igicsub-action cardinalities have been intensively
studied with our features, but it will be interesting to diger optimal values for IDIAP and TUM features too.
Moreover overall performances achieved with the multsstreapproach are very similar (AER are always in the
range from 26.7%to 11.0%), and all my be considered promidihe TUM setup seems to be the configuration for
which switching from a HMM to a multistream DBN approach pr®s the greatest improvement in performance:
the error rate decreases from 92.9% to 21.4%. If with the UNEf@hature set the adoption of a counter structure
is not particularly effective, with IDIAP features the cdaanprovides a significant AER reduction (from 26.7% to
24.9%). We are confident that further improvements with IBI#&atures could be obtained by using more than
2 streams (such as the 3 multistream model adopted iin [3¥dedendently of the feature configuration, the best
overall results are achieved with the multistream appr@acha state space of 7 by 7 substates.

11.7 Summary and conclusions

We have presented the joint efforts of three institutes (TUMAP and UEDIN) towards structuring meetings
into sequences of multimodal human interactions. A largaher of different audio-visual features have been
extracted from a common meeting data corpus. From thisfesitthree multimodal sets have been chosen. Four
different frameworks towards automatic segmentation daskiication of meetings into action units haven been
proposed.

The first approach from TUM exploits higher semantic featdog structuring a meeting into group actions. It
thereby uses an algorithm that is based on the idea of thesiaynformation-Criterion. The mixed-state DBN
approach developed by TUM compensates for disturbancestintbe visual and the audio channel. It is not a
segmentation framework but can be integrated into the @pproaches presented in this section to improve their
robustness. The multi-layer Hidden Markov Model developgtDIAP decomposes group actions as a two-layer
process, one that models basic individual activities from-level audio-visual features, and another one that
models the group action (belonging to the whole set of ppditts). The multi-stream DBN model proposed by
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Table 21: AER (%) for an HMM, and for a multi-stream (2 streqrapproach with and without the “counter
structure”; the models have been individually tested with3 different feature sets (using lexicon 1 in Tdble 17)

Model Feature Set Corr. | Sub. | Del. | Ins. | AER
UEDIN 63.3 | 13.2| 23.5| 11.7| 48.4
HMM IDIAP 62.6 | 19.9| 17.4| 24.2| 61.6
TUM 60.9 | 25.6| 13.5| 53.7| 92.9
UEDIN 86.1| 57| 82| 3.2 | 171
2 streams(\SF| = 6) IDIAP 779 | 89 | 13.2| 46 | 26.7
TUM 854| 93| 53| 6.8 214
UEDIN 858 | 75 6.8 | 46 | 18.9
2 streamg|S™| = 6) + counter| IDIAP 79.41100[10.7] 43 ] 24.9
TUM 85.1| 57| 93| 6.4 | 214
UEDIN 90.7| 28 | 6.4 | 1.8 | 11.0
2 streams(\SF| = 7) IDIAP 865| 7.8 | 57| 3.2 | 16.7
TUM 829 | 7.1 |100| 43 | 214

UEDIN operates an unsupervised subdivision of meetingastinto sequences of group sub-actions, processing
multiple asynchronous feature streams independentigdaoting also a model extension to improve state duration
modelling.

All presented approaches have provided comparable goddrpmnces, and there is still space for further
improvements both in the feature domain (i.e.: exploit nmooslalities) and in the model infrastructure. Therefore
in the near future we are going to investigate combinatidrth® proposed systems to improve the AER and to
exploit the complementary strengths of the different apph@s. Moreover the proposed approaches are easily
generalizable to more elaborate segmentation and stiogtiasks. Therefore it is our intention to adopt a richer
set of “group meeting actions”, and to validate the propdsaheworks on a more realist multimodal meeting
corpus like the “AMI meeting corpus”i([27]), that is charaxised by real, fully unconstrained meetings.

Another promising direction of research is action clustgriwhere typical activities can be identified on an
unsupervised basis. Initial work in this direction was presd in|[130]. Another direction for action recognition
involves the use of partially labeled data. An initial apgeb was presented in [129].
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12 Component Evaluation

For many of the areas covered in workpackage 5 and thus thisngent, we have devised component evaluation
schemes and will perform the individual evaluations in thst fhalf of 2006. The evaluation schemes will be
published this fall as a first draft of deliverable 5.2. Thi deliverable, due in month 30 of the project, will also
contain the results of the component evaluations.

Currently, evaluation schemes for the following comporeme being defined:

Topic Segmentation

e Meeting acts

e Dialog Acts & Segmentation ICSI
e Addressing

e Named Entities

e Extractive Summaries (on ICSI)
e Abstractive Summaries

¢ Indexing/Retrieval

e Chunking
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13 Search engine for LVCSR-based keyword spotting in meetmdata

13.1 Introduction

One of tasks of Brno University of Technology in AMI is to pide the project with keyword spotting (KWS)
in meeting environment. We are working on several appraathd&WS including searching large vocabulary
continuous speech recognition (LVCSR) lattices, acosstarch and a hybrid "phonetic” search [3].

The most straightforward way to search in an output of LVC$Resh recognizer is to use existing search
engines on the textual (“1-best”) output. We can howeveaathgeously use a richer output of the recognizer
— most recognition engines are able to produce an orientgohgof hypotheses callddttice. On contrary to
1-best output, the lattices tend to be complex and large effigient searching in such a complex and large data
structure, the creation of an optimized indexing systencivig the core of each fast search engine is necessary.
The proposed system is based on principles used in Gaogl# ptinsists of indexer, sorter and searcher [5].

13.2 Input to the system

Word lattices generated by LVCSR are input to the indexing search engine. The lattices (see example in
Fig.[I3) are stored in HTK standard lattice format (SLF) [7].

Figure 13: Example of a word lattice

13.3 The indexer

processes lattices stored in SLF files and stores them irstersis data structures. The indexing mechanism
consists of three main phases:

e creating the lexicon
e storing and indexing lattices, creating the forward index
e creating the reverse index (based on the forward index)

The lexicon provides a transformation from word to a uniqumber (ID) and vice versa. It saves the used disk
space and also the time of comparing strings (number of bgtestoring numbers is less than the average length
of word).

Lattices are stored in a structure which differs from the Stfecture. For each search result it is needed
not only to show the time of found word, but also its contextmkans that we need to traverse the lattice from
the found word in both directions (forward and backward) &hgr those words lying on the best path which
traverses through the found word. On contrary to SLF, whedes are separated from links, lattices are converted
to another structure which stores all forward and backwiaidgsIfor each particular node at one place. It is also
needed to assiga confidencéo each hypothesis. This is given by the log-likelihoodaati

CUST(KW) = LYt (KW) -+ LSST(KW) + LESS(KW) — Lbss! ©
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Lexicon Search index (hit list)

word_ID  word |3 word_ID 4 conf1 position e
word_ID  word |- [confz position [

word_ID  word conf3 position

""--} word_ID jconfl position
[confz position

Figure 14: Simplified index structure

where the forward IikeIihoodiQ’lffr{a(KW) is the likelihood of the best path through lattice from thgibaing of

lattice to the keyword and backward likelihoag$ (KW) is computed from the end of lattice to the keyword.

These two likelihoods are computed by the standard Vitentmfilae:
AN = L (N) -+ LY*(N) + minL S5, (Ne) (10)

LBSS(N) = LS/(N) + LI*'(N) + minLBSSI(Ne ) (11)

whereNg is set of nodes directly following nodé (nodesN andNg are connected by an ardyp is set of nodes
directly preceding noddl. LIY°S'(N) andL{"*S"(N) are acoustic and language-model likelihoods respectively

The algorithmiis initialized by settingyr ( first) = 0 andLjg/(last) = 0. The last likelihood we need in Eq.

B Liest = LiSiva= Lbe is the likelihood of the most probable path through thedatti

While processing lattices, the indexer stores each hypirto the forward index, so that the forward index
is sorted bydocumentID and by time. Such index can be useful for searching in somepkar document, but for
global searching we need a reverse index [4].

13.4 The sorter

During the phase of indexing and storing lattices, the fedaadex is created. It stores each hypothesis (word,
it's confidence, time and position in lattice file) from lattiinto a hit list. Records in the forward index are
sorted bydocumentlD (number which represents the lattice’s file name) and timiee fbrward index itself is
however not very useful for searching for a particular wdrecause it would be necessary to go through the hit
list sequentially and select only matching words. Themfhe reverse index is created (like in Google) which has
the same structure as the forward index, but is sorted byswamd by confidence of hypotheses. It means that all
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occurrences of a particular word are stored at one placereTibalso a table which transforms any word from
lexicon into the start position of corresponding list ineese index.

Searching for one word then consists only in jumping righhbeginning of it's list in reverse index, selecting
first few occurrences and getting their context from coroasiing lattice. The advantage of splitting the indexing
mechanism into three phases is that the second phase gstmdnindexing lattices), which is the most CPU time
consuming one, can be run in parallel on several computexsh parallel process creates its own forward index.
These indices are then merged together and sorted to cheateverse index.

13.5 The searcher

uses the reverse index to find occurrences of words from quetyhen it discovers whether they match the whole
guery or not. For all matching occurrences, it loads intortiemory only a small part of lattice within which the
found word occurs. Then the searcher traverses this pasttidfd in forward and backward direction selecting
only the best hypotheses; in this way it creates the mosigiielstring traversing the found word.

13.6 Experiment

The system was tested on four AMI pilot meetings, each with fpeakers and total duration of about 1.9 hours.
The recognition lattices were generated using the AMI-LYR&ystem incorporating state-of-the-art acoustic and
language modeling techniqués [6].

For testing data of 1.9 hour, the lattices consist of 3,689 fiypotheses and 36,036,967 arcs. Searching and
looking for the context of 6 hypotheses takes about 3 secohlisough the system is not yet well-optimized, it
produces search results quite fast. Approximately 95%noé tis spent on looking for the context of the found
word. It is possible to optimize this process with expecteniéase of speed by 70-80%.

13.7 Conclusions

We have presented a system for fast search in speech réoadattices making extensive use of indexing. The
results obtained with this system are promising, the safthas been integrated with the meeting browser JFerret
[2] and presented at several occasions. Currently, we atiadethe extension of the system allowing to enter
multi-word queries, and options to narrow search spacetéltian only to particular meetings, speakers, time
intervals). We also plan to employ this system in phonemté&éabased keyword spotting which eliminates the
main drawback of LVCSR — the dependency on recognition voleetp [3].
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14 Extractive Summaries

Additional work on extractive summarization by Buist, Kijand Raaijmakers ist published in_[25].

14.1 Introduction

In the field of automatic summarization, it is widely agregubn that more attention needs to be paid to the
development of standardized approaches to summarizatelonagion. For example, the current incarnation of
the Document Understanding Conference is putting its magug on the development of evaluation schemes,
including semi-automatic approaches to evaluation. On@-aetomatic approach to evaluation is ROUGE [70],
which is primarily based on n-gram co-occurrence betweeanaatic and human summaries. A key question
of the research contained herein is how well ROUGE correlaith human judgments of summaries within the
domain of meeting speech. If it is determined that the twes$ypf evaluations correlate strongly, then ROUGE
will likely be a valuable and robust evaluation tool in thevelepment stage of a summarization system, when the
cost of frequent human evaluations would be prohibitive.

Three basic approaches to summarization are evaluatedoamgaced below: Maximal Marginal Relevance,
Latent Semantic Analysis, and feature-based classifitalibe other major comparisons in this paper are between
summaries on ASR versus manual transcripts, and betweesatsmd automatic extracts. For example, regarding
the former, it might be expected that summaries on ASR trgstsowould be rated lower than summaries on
manual transcripts, due to speech recognition errors. ldemgpthe comparison of manual and automatic extracts,
the manual extracts can be thought of as a gold standard doextraction task, representing the performance
ceiling that the automatic approaches are aiming for.

More detailed descriptions of the summarization approsiehe experimental setup can be foundlin [78]. That
work relied solely on ROUGE as an evaluation metric, and plaiger proceeds to investigate whether ROUGE
alone is a reliable metric for our summarization domain, @yparing the automatic scores with recently-gathered
human evaluations.

14.2 Description of the Summarization Approaches
14.2.1 Maximal Marginal Relevance (MMR)

MMR [2€] uses the vector-space model of text retrieval anplaidicularly applicable to query-based and multi-
document summarization. The MMR algorithm chooses septevia a weighted combination of query-relevance
and redundancy scores, both derived using cosine sinyildfite MMR scoreS¢"MR(i)for a given sentencs in

the document is given by

SAMR(j) — A(SIM(S, D)) — (1—A)(Sim(S, Summ)

whereD is the average document vect8ymmis the average vector from the set of sentences alreadytesglec
andA trades off between relevance and redunda8ayis the cosine similarity between two documents.

This implementation of MMR uses lambda annealing so thavegice is emphasized while the summary is
still short and minimizing redundancy is prioritized moighly as the summary lengthens.

14.2.2 Latent Semantic Analysis (LSA)

LSA is a vector-space approach which involves projectimgatiginal term-document matrix to a reduced dimen-
sion representation. It is based on the singular value dposition (SVD) of amtm x n term-document matriA,
whose elements;; represent the weighted term frequency of terimdocumentj. In SVD, the term-document
matrix is decomposed as follows:

A=UsV’

whereU is anm x n matrix of left-singular vectorsSis ann x n diagonal matrix of singular values, aMis
the n x n matrix of right-singular vectors. The rows Uff may be regarded as defining topics, with the columns
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representing sentences from the document. Following Gadd-ai [48], summarization proceeds by choosing,
for each row invT, the sentence with the highest value. This process corgtinné the desired summary length
is reached.

Two drawbacks of this method are that dimensionality is tieslimmary length and that good sentence candi-
dates may not be chosen if they do not “win” in any dimensidif]1 The authors ir [105] found one solution, by
extracting a single LSA-based sentence score, with varidibhensionality reduction.

We address the same concerns, following the Gong and Liuoappr but rather than extracting the best
sentence for each topic, theest sentences are extracted, witthetermined by the corresponding singular values
from matrixS. The number of sentences in the summary that will come fraxfitkt topic is determined by the
percentage that the largest singular value representd the sum of all singular values, and so on for each topic.
Thus, dimensionality reduction is no longer tied to sumniangth and more than one sentence per topic can be
chosen. Using this method, the level of dimensionality otidn is essentially learned from the data.

14.2.3 Feature-Based Approaches

Feature-based classification approaches have been wisedlyin text and speech summarization, with positive
results [6/7]. In this work we combined textual and prosodiatfires, using Gaussian mixture models for the
extracted and non-extracted classes. The prosodic featteee the mean and standard deviation of FO, energy,
and duration, all estimated and normalized at the wordklélren averaged over the utterance. The two lexical
features were both TFIDF-based: the average and the maxifliDF score for the utterance.

For our second feature-based approach, we derived singleblaSed sentence scores [105] to complement
the six features described above, to determine whetheraudlSA sentence score is beneficial in determining
sentence importance. We reduced the original term-doctumatnix to 300 dimensions; however, Steinberger and
JezZek found the greatest success in their work by reduciagingle dimension (Steinberger, personal communi-
cation). The LSA sentence score was obtained using:

n
S¢SA= \/Z v(i, k)2« a(k)?,
K=1
wherev(i, k) is thekth element of théth sentence vector ara(k) is the corresponding singular value.

14.3 Experimental Setup

We used human summaries of the ICSI Meeting corpus for etraiuand for training the feature-based ap-
proaches. An evaluation set of six meetings was defined artiplathuman summaries were created for these
meetings, with each test meeting having either three or fi;amual summaries. The remaining meetings were
regarded as training data and a single human summary wated ks these. Our summaries were created as
follows.

Annotators were given access to a graphical user interfat#)(for browsing an individual meeting that
included earlier human annotations: an orthographic tr@pion time-synchronized with the audio, and a topic
segmentation based on a shallow hierarchical decomposiiib keyword-based text labels describing each topic
segment. The annotators were told to construct a textuatremgnof the meeting aimed at someone who is
interested in the research being carried out, such as arcbseavho does similar work elsewhere, using four
headings:

e general abstract: “why are they meeting and what do theyatadkit?”;
e decisions made by the group;
e progress and achievements;

e problems described
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The annotators were given a 200 word limit for each heading, tald that there must be text for the general
abstract, but that the other headings may have null annotator some meetings.

Immediately after authoring a textual summary, annotat@n® asked to create an extractive summary, using
a different GUI. This GUI showed both their textual summanyg ahe orthographic transcription, without topic
segmentation but with one line per dialogue act based onrtrexisting MRDA codingl[101] (The dialogue act
categories themselves were not displayed, just the segtimmt Annotators were told to extract dialogue acts
that together would convey the information in the textuahsary, and could be used to support the correctness of
that summary. They were given no specific instructions att@ihumber or percentage of acts to extract or about
redundant dialogue act. For each dialogue act extractey were then required in a second pass to choose the
sentences from the textual summary supported by the dialagt creating a many-to-many mapping between the
recording and the textual summary.

The MMR and LSA approaches are both unsupervised and do goireelabelled training data. For both
feature-based approaches, the GMM classifiers were tramedsubset of the training data representing approxi-
mately 20 hours of meetings.

We performed summarization using both the human transceptl speech recognizer output. The speech
recognizer output was created using baseline acousticlsodsted using a training set consisting of 300 hours
of conversational telephone speech from the Switchboat€afihome corpora. The resultant models (cross-word
triphones trained on conversational side based cepstiah mermalised PLP features) were then MAP adapted to
the meeting domain using the ICSI corpus [53]. A trigram laanxge model was employed. Fair recognition output
for the whole corpus was obtained by dividing the corpusfotw parts, and employing a leave one out procedure
(training the acoustic and language models on three patiteaforpus and testing on the fourth, rotating to obtain
recognition results for the full corpus). This resulted maverage word error rate (WER) of 29.5%. Automatic
segmentation into dialogue acts or sentence boundariesotgserformed: the dialogue act boundaries for the
manual transcripts were mapped on to the speech recogaitipuit.

14.3.1 Description of the Evaluation Schemes

A particular interest in our research is how automatic messsaf informativeness correlate with human judgments
on the same criteria. During the development stage of a suizatian system it is not feasible to employ many
hours of manual evaluations, and so a critical issue is venethnot software packages such as ROUGE are able
to measure informativeness in a way that correlates witfestibe summarization evaluations.

ROUGE Gauging informativeness has been the focus of automatiosuination evaluation research. We used
the ROUGE evaluation approach|[70], which is based on n-gm@wmccurrence between machine summaries and
“ideal” human summaries. ROUGE is currently the standarngatlve evaluation measure for the Document
Understanding ConferenB& ROUGE does not assume that there is a single “gold standardinary. Instead it
operates by matching the target summary against a set oénefe summaries. ROUGE-1 through ROUGE-4 are
simple n-gram co-occurrence measures, which check whestoérn-gram in the reference summary is contained
in the machine summary. ROUGE-L and ROUGE-W are measurezofion subsequences shared between two
summaries, with ROUGE-W favoring contiguous common subseges. Linl[70] has found that ROUGE-1 and
ROUGE-2 correlate well with human judgments.

Human Evalautions The subjective evaluation portion of our research utilisedidges who had little or no
familiarity with the content of the ICSI meetings. Each jedgvaluated 10 summaries per meeting, for a total
of sixty summaries. In order to familiarize themselves vétlgiven meeting, they were provided with a human
abstract of the meeting and the full transcript of the megtiith links to the audio. The human judges were
instructed to read the abstract, and to consult the fulsegapt and audio as needed, with the entire familiarization
stage not to exceed 20 minutes.

21http://duc.nist.gov/
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The judges were presented with 12 questions at the end okeatimary, and were instructed that upon begin-
ning the questionnaire they should not reconsult the sumits®lf. 6 of the questions regarded informativeness
and 6 involved readability and coherence, though our ctiresearch concentrates on the informativeness eval-
uations. The evaluations used a Likert scale based on agreem disagreement with statements, such as the
following Informativeness statements:

The important points of the meeting are represented isuhenary.
The summary avoids redundancy.

The summary sentences on average seem relevant.

R

. The relationship between the importance of each topidlamdmount of summary space given to that topic
seems appropriate.

5. The summary is repetitive.

6. The summary contains unnecessary information.

Statements such as 2 and 5 above are measuring the samesiomsesvith the polarity of the statements
merely reversed, in order to better gauge the reliabilitthefanswers. The readability/coherence portion consisted
of the following statements:

It is generally easy to tell whom or what is being referi@thtthe summary.

The summary has good continuity, i.e. the sentences sepgimtsmoothly from one to another.
The individual sentences on average are clear and wal€fd.

The summary seems disjointed.

The summary is incoherent.

o o~ w N E

On average, individual sentences are poorly constructed

It was not possible in this paper to gauge how responsesde tkadability statements correlate with automatic
metrics, for the reason that automatic metrics of readglazitid coherence have not been widely discussed in the
field of summarization. Though subjective evaluations ahsiaries are often divided into informativeness and
readability questions, only automatic metrics of inforimetess have been investigated in-depth by the summa-
rization community. We believe that the development of matic metrics for coherence and readability should
be a high priority for researchers in summarization evadumednd plan on pursuing this avenue of research. For
example, work on coherence in NLG_[68] could potentiallyommh summarization evaluation. Mahi_[73] is one of
the few papers to have discussed measuring summary regdabtbmatically.

14.4 Results

The results of these experiments can be analyzed in variays:wignificant differences of ROUGE results across
summarization approaches, deterioration of ROUGE result&SR versus manual transcripts, significant differ-

ences of human evaluations across summarization appmatgterioration of human evaluations on ASR versus
manual transcripts, and finally, the correlation betweetyB@& and human evaluations.
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Figure 15:ROUGE Scores for the Summarization Approaches

14.4.1 ROUGE results across summarization approaches

All of the machine summaries were 10% of the original docurtegth, in terms of the number of dialogue acts
contained. Of the four approaches to summarization useximehe latent semantic analysis method performed
the best on every meeting tested for every ROUGE measurethétiexception of ROUGE-3 and ROUGE-4.
This approach was significantly better than either feahased approach ¢0.05), but was not a significant
improvement over MMR. For ROUGE-3 and ROUGE-4, none of thrsarization approaches were significantly
different from each other, owing to data sparsity. Fiduilgi®gs the ROUGE-1, ROUGE-2 and ROUGE-L results
for each of the summarization approaches, on both manuaA&Rdtranscripts.

ASR versus Manual The results of the four summarization approaches on ASRibutpre much the same, with
LSA and MMR being comparable to each other, and each of thepedorming the feature-based approaches.
On ASR output, LSA again consistently performed the best.

Interestingly, though the LSA approach scored higher whengumanual transcripts than when using ASR
transcripts, the difference was small and insignificanpdeshe nearly 30% WER of the ASR. All of the summa-
rization approaches showed minimal deterioration whed @seASR output as compared to manual transcripts,
but the LSA approach seemed particularly resilient, asesddd by FigurEZ15. One reason for the relatively small
impact of ASR output on summarization results is that forheaficthe 6 meetings, the WER of the summaries
was lower than the WER of the meeting as a whole. SimilarleMza et all[114] and Zechner and Waikel [127]
both observed that the WER of extracted summaries was signify lower than the overall WER in the case of
broadcast news. The table below demonstrates the disagpatween summary WER and meeting WER for the
six meetings used in this research.

Meeting | Summary WER/% | Meeting WER/%
Bed004 27.0 35.7
Bed009 28.3 39.8
Bed016 39.6 49.8
Bmr005 23.9 36.1
Bmr019 28.0 36.5
Bro018 25.9 35.6

WER Comparison for LSA Summaries and Meetings

There was no improvement in the second feature-based appf@aading an LSA sentence score) as compared
with the first feature-based approach. The sentence scedehese relied on a reduction to 300 dimensions, which
may not have been ideal for this data.
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STATEMENT | FB1 | LSA | MMR | FB2
IMPORTANT POINTS | 5.03 | 4.53 4.67| 4.83
NO REDUNDANCY | 4.33| 2.60 3.00| 3.77
RELEVANT | 4.83| 4.07 4.33| 4.53

TOPIC SPACE| 4.43 | 3.83 3.87| 4.30
REPETITIVE | 3.37 | 4.70 4.60| 3.83
UNNECESSARY INFO.| 4.70| 6.00 5.83| 5.00

Table 22: Human Ratings for 4 Approaches on Manual Trantscrip

STATEMENT | FB1 | LSA | MMR | FB2
IMPORTANT POINTS | 3.53| 4.13 3.73| 3.50
NO REDUNDANCY | 3.40| 2.97 2.63| 3.57
RELEVANT | 3.47| 3.57 3.00 | 3.47

TOPIC SPACE| 3.27| 3.33 3.00| 3.20
REPETITIVE | 4.43| 4.73 4.70| 4.20
UNNECESSARY INFO| 5.37| 6.00 6.00 | 5.33

Table 23: Human Ratings for 4 Approaches on ASR Transcripts

The similarity between the MMR and LSA approaches here msr@&ong and Liu’s findings, giving credence
to the claim that LSA maximizes relevance and minimizesneldncy, in a different and more opagque manner then
MMR, but with similar results. Regardless of whether or &t singular vectors of T can rightly be thought of

as topics or concepts (a seemingly strong claim), the LSAaggh was as successful as the more popular MMR
algorithm.

14.4.2 Human results across summarization approaches

Table[IZZP presents average ratings for the six statasmentss four summarization approaches on manual tran-
scripts. Interestingly, the first feature-based approadiven the highest marks on each criterion. For statements
2,5 and 6 FBL1 is significantly better than the other approschiés particularly surprising that FB1 would score
well on statement 2, which concerns redundancy, given tidRMind LSA explicitly aim to reduce redundancy
while the feature-based approaches are merely classifittegances as relevant or not. The second feature-based
approach was not significantly worse than the first on thisesco

Considering the difficult task of evaluating ten extracBuenmaries per meeting, we are quite satisfied with the
consistency of the human judges. For example, statemetita/iie merely reworded versions of other statements
were given consistent ratings. It was also the case thdt,thét exception of evaluating the sixth statement, judges
were able to tell that the manual extracts were superiord@thiomatic approaches.

ASR versus Manual Table[TZ.ZP presents average ratings for the six statsmaentss four summarization ap-
proaches on ASR transcripts. The LSA and MMR approacheseefd better in terms of having less deterioration
of scores when used on ASR output instead of manual tratsctifA-ASR was not significantly worse than LSA
on any of the 6 ratings. MMR-ASR was significantly worse thaRon only 3 of the 6. In contrast, FB1-ASR
was significantly worse than FB1 for 5 of the 6 approachesfogiing the point that MMR and LSA seem to
favor extracting utterances with fewer errors. FiglitddIIlandIB depict how the ASR and manual approaches
affect the INFORMATIVENESS-1, INFORMATIVENESS-4 and INRMATIVENESS-6 ratings, respectively.
Note that for Figure 6, a higher score is a worse rating.
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Figure 17:INFORMATIVENESS-4 Scores for the Summarization Appr@ache

14.4.3 ROUGE and Human correlations

According to [70], ROUGE-1 correlates particularly welltlvhuman judgments of informativeness. In the human
evaluation survey discussed here, the first statement (RNESTIVENESS-1) would be expected to correlate
most highly with ROUGE-1, as it is asking whether the summ@mytains the important points of the meeting.
As could be guessed from the discussion above, there is nifisant correlation between ROUGE-1 and human
evaluations when analyzing only the 4 summarization aggresion manual transcripts. However, when looking at
the 4 approaches on ASR output, ROUGE-1 and INFORMATIVENES®@ve a moderate and significant positive
correlation (Spearman’s rho = 0.500,<p0.05). This correlation on ASR output is strong enough thiagnv
ROUGE-1 and INFORMATIVENESS-1 scores are tested for catiah across all 8 summarization approaches,
there is a significant positive correlation (Spearman’s=io388, p< 0.05).

The other significant correlations for ROUGE-1 across all @nmarization approaches are with
INFORMATIVENESS-2, INFORMATIVENESS-5 and INFORMATIVENE&S-6. However, these are negative
correlations. For example, with regard to INFORMATIVENE3Summaries that are rated as having a high level
of redundancy are given high ROUGE-1 scores, and summaiibdittle redundancy are given low ROUGE-1
scores. Similary, with regard to INFORMATIVENESS-6, sumiaa that are said to have a great deal of unnec-
essary information are given high ROUGE-1 scores. It isdliffito interpret some of these negative correlations,
as ROUGE does not measure redundancy and would not netessagxpected to correlate with redundancy
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Figure 18:INFORMATIVENESS-6 Scores for the Summarization Appr@ache

evaluations.

14.5 Discussion

In general, ROUGE did not correlate well with the human eatiins for this data. The MMR and LSA approaches
were deemed to be significantly better than the featureebasproaches according to ROUGE, while these find-
ings were reversed according to the human evaluations. émafragreement, however, is that the LSA-ASR and
MMR-ASR approaches have a small and insignificant declisednes compared with the decline of scores for the
feature-based approaches. One of the most interestingdisdif this research is that MMR and LSA approaches
used on ASR tend to select utterances with fewer ASR errors.

ROUGE has been shown to correlate well with human evalusiim®UC, when used on news corpora, but
the summarization task here — using conversational speechrheetings — is quite different from summarizing
news articles. ROUGE may simply be less applicable to thisaln.

14.6 Future Work

It remains to be determined through further experimematipresearchers using various corpora whether or not
ROUGE truly correlates well with human judgments. The ressptesented above are mixed in nature, but do not
present ROUGE as being sufficient in itself to robustly eatdia summarization system under development.

We are also interested in developing automatic metrics bEence and readability. We now have human
evaluations of these criteria and are ready to begin teftingprrelations between these subjective judgments and
potential automatic metrics.
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15 Abstractive Summaries

The way a human summarizer abstracts a document is usuattydijfierent from extractive summarization ap-
proaches. Where in the latter case, a machine appliedis@timethods to select sentences regarded as relevant,
a human summarizer usually proceeds in a less algorithmyc Wgically, she first reaffd andunderstandshe
document, i.e. she builds up a mental model of the conceptthair interrelations in the source. In a second step
(which is not necessarily performed sequentially, but meyden already by the time of reading), she abstracts this
mental model to a condensed variant by leaving out partsaerresl irrelevant or by rearranging different parts of
the model to yield simplified information structures. Thsuiting transformed mental model can be considered a
summarizedersion of the original model, and a verbalization thereotild be the final summary.

15.1 ABSURD — Abstractive summarization of real-life Discourse

This rough and oversimplified description certainly faltmg of the actual processes in a human mind. Yet, the
above steps can provide a blueprint for an alternative textieactive summarization approach. For AMI, DFKI
abstractive summarization groufesigns the architecture of their summarization modue ¥RD (see Figurg19),

to resemble these different phases:

1. Understand
2. Abstract
3. Generate

In brevity, phase 1 is performed by the “discourse parsemiponent, phase 2 by the “information reduction &
reorganization” component and phase 3 by the “documentpldand “realizer”.

Meeting
Recordings ASR Summary
‘I‘\___‘/
Annotation
Taggers .
Meeting Discourse Parser Realizer
DOLCE Lite CALO / CLib l ; 1
Information OCOTNent
t « i Reduction &
R ati Planner
SUMO HALO eorganization

Domain Ontology

Figure 19: Abstract Architecture of #sURD

22For reasons of simplicity, we assume that the source docuimarpiece of written text; the outlined approach, howeigenot limited to
a certain modality or combination of modalities.
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15.2 Architecture

The design integrates components developed at DFKI (blued)@s well as work by other AMI partners (orange
boxeﬁ. The common representation data structum@eénings a combination of propositional content (see sec-
toin[d) and dialog acts (see sectldn 2) and therefore faeelintitations that come with both annotation schemes,
most notably the domain dependence of the propositionaéabontology.

Based on the HALO ontology currently being developed at DFe document parser contains a set of trans-
formation rules to analyze the discourse items of a meetiug.the latter, the speech transcripts (either as ASR
output or as hand annotation) are passed to the discourser gamponent in NXT formatl([28]). For coherence
of the internal representation of the discourse analylsesgdialog act segment boundaries as derived by the DA
annotation module are also used as atomic units for prapoaltcontent annotation. Through application of the
transformation rules, each discourse segment is analyzecia ontological representation of its propositional
content is created.

Future work will concentrate on methods to tie these corfied atomic units of propositional content to-
gether to form higher level meeting structures. Here, weaareng to extend and port the work of [6] to mul-
tiparty settings, resulting in structures similar to thenggmove graphs in_[121]. The result would be a holistic
representations of the propositional content ofvii®lemeeting.

This data structure is then passed to the “information rédin& reorganization” component. The terms re-
duction and reorganization stand for two different transfation techniques, both of which target the condensing
of the informational graph structure. Reduction technggigempt to downsize the graph by cutting off subgraphs
that are considered to contain no relevant information iclfy, reduction would be applied to remove the repre-
sentations of utterances like “uh”, “yeah”, etc. This habéadone with care, however, because dependent on the
focus of summarization, even filler sounds may carry impudrtaformation. A “yeah” sound, for instance, could
have been uttered by the speaker as an explicit acknowlattgrhehat his predecessor has said. If the focus of
the summary is to list argumentative structures, suchimétion is not supposed to be missed. However, discourse
extracts like

Speaker-1: Yeah.
Speaker-2: Yeah.
Speaker-3: Yeah.

could be combined toneinstance of an ontology concept such as “GroupApproval’that case, information
would not be dropped, it would rather be aggregated. Thisnigeie is expressed by the term “information reor-
ganization”. Here, the internal graph representationdsiced, but without information loss.

The decision, in which case one of the reduction or reorggio techniques can be applied to a certain
subgraph, can only be made on the basis of a given relevarasunge Such a measure can be seen as a parameter
to the component, and allows for different “views” of sumimation. For example, the industrial designer might
consider only material related issues relevant while thekatang expert cares for sales and marketing topics.
Therefore, appropriate summaries for these two woulddiff@siderable. ASURD can cope with different views
or interests when provided with different relevance meastor each type of summary. The resulting structure of
the condensed propositional content representation depenthe underlying relevance measure.

To deliver the information from the internal representatithe “document planner” component works in two
logical steps. First, it prepares the structure of the damirtogether with instructions on how the informational
content of the summary’s internal representation has toebéized. These instructions together with the pre-
structured summary skeleton are then passedBsURD's “realizer” component where the information units
are finally transformed into surface forms, i.e. words andesgces and in the future also multimedia links and
objects. In this process, the Realizer not only assertghleatesulting text contains all required information, it is
also responsible for a coherent text flow and high readsbilit

23The CALO/CLib ontology is being developed in the CALO prajkttp://www.ai.sri.com/project/CALO
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15.3 Outlook

One long-term goal of the project is to enable?URD to generate different summaries for different target plat-
forms. Although it may not necessarily be a near-term aspi@stconsideration is already integrated in the archi-
tecture. Through the modular pipeline each supported odygility would get a particularly tailored document
planner implementation. For instance, the system couldag@one document planner for hypertext output, one
for an electronic slide format, one for a PDA display, and 8o This means that the target platform would become
an input parameter for BsURD which in turn would select the appropriate document plamméts pipeline at
run-time to generate the best suited summary.

84



16 Automatic Video Editing

The goal of an automatic video editing algorithm is to setetsvant information from multiple video sources and
present this information in a way that is "pleasant” to hurobserver. This means that only picture of one camera
or blended picture of several cameras is chosen and shola aath moment of the meeting. It is also supposed
that it is not necessary to replay the whole duration of theting - some kind of summarization can be provided
by the algorithm. However, primary idea is to create outpdiéss that will satisfy qualitative requirements of the
viewers. Some elementary knowledge of film or TV productibawdd be respected. The following criteria have
to be respected for satisfaction of quality of the outpueweist

e technical aspects
e aesthetical aspects

e explicit user requirements

Satisfaction of first mentioned aspects ensure that prativideo contains as much of the relevant information
as possible, for example following the talking participafihe aesthetical aspects ensure that particular shots are
organized in a suitable form e.g. too long or too short shatsiminated. Other rules defining how shots can be
combined are known in film theory. Last aspects represerifspeequirements of the viewers. For example, the
viewer can prefer certain meeting participant or an agtivit

Generated videos should also satisfy some structuralrEsat@imilar kind of programmes can have common
structure e.g. the same parts and the order of the parts.létshef given programme type can be defined and then
used for generation of output videos. Specific aspects camdierred in different parts of such model. Higl 20)
shows simple skeleton of the programme that contains ntgetin

The proposed video editing algorithm is based on evaluatfactivities, which occur in the meeting room.

A simulation of human editor is included for the selectiontledé best camera and effects in given time point.
Currently, the features describing physical activity ofetireg participants are evaluated from detected head and
hands positiond [1]. Other participants’ activities areluted from the speaker identification. The problem of
camera selection at given framn&om the recording with lengthcan be defined as discrete function:

c(t) = f(t,d,...,dn, S (12)

The result of this function determines which camera shoeldisplayed. Measured activities are presented
as vectors (e.g. speech, gestures, ...). Particular elements of seovrepresent values of one source feature
(activity) in the appropriate time points.

& = (a(0),...,ai(m)) (13)

The camera selection function contains in addition a sta¢éovs. It is clear that result of the camera selection
function depends on previous steps of the evaluation e gforlyi of the selected cameras can be stored in this
vector.

S=(s1,....%) (14)

It is supposed that camera selection process will be appkedentially from the beginning to the end of
recorded data. The state vector can be modified in every §thjs@valuation. The video editing algorithm can be
used in two basic applications. If activities’ vectors @ntdata available only till time(m=t), the output can be
generated on the fly during the recording process, so thahéwsting can be broadcasted live. On the other hand,
the offline production of the output videos can use vectorsprmunded from activities computed during whole
time period of the meetingsn(=1). Better visual results can be achieved in the offline egjtirecause the camera
can be also selected according to the events, which offer ¢ evaluated time point.
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The camera selection function and the rest of the videored#igorithm are currently implemented using
various rulesl[2]. Some of these rules describe how to comaerrce features into data expressing importance
of an appropriate activity. Other rules represent the vidditing methodology that says which cameras and
when should be selected? This means that the camera shdveingdst important events is selected, but also
the measure of desirability of the continuation of giventstis taken into account. The result of each rule is a
number representing weight of one aspect e.g. activity efgarticipant or importance of given camera selection
according to video editing methodology. All rules are carted into the network. The total weights describing
importance of every camera are computed and the camerahegitiighest weight is selected.

Boutce E-raluated welected camerta Chatpat
features activities atid effects video

& ctivity Camera

C—— 3 evalustion ——>] (viewpor) |—— 5
lection gtput :‘}
i video

Video and audio streams processing

[ ———

Figure 21: Video editing system

In addition to physical cameras, the system works also witkadled virtual cameras. Virtual cameras are
defined by position and zoom of selected part of source vidéey can be used for example if a detail shot of
certain participant is necessary but only distant shot thith participant is available. This is for example the case
of omni-directional system where all participants arehlsin the view of one common camera. Some viewports
displaying particular participants or neighboring papi#at can be represented with virtual cameras and video
editing algorithm will be working with this cameras insteaaftpicture of physical cameral[3].

The whole video editing system can produce generic fullfleregt of the recorded meeting offline. It is also
possible to create video according to specific query givetmbyiewer. The selected participants or activities can
be highlighted due to strengthening of an appropriate ridght. Further, it is possible to produce a shortened
version of the meeting. A summarization method based orpsigpof segments with low importance is applied.
In addition, video editing algorithm can be used for liveduoasting of the meetings in real-time.
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A Transcript AMI-FOBM6

P2: Ants are the most intelligent animals in the world.

PO: Well taken as a whole maybe, but individually no

P2: ?? cats

P3: Yeah but there's an ‘S’ VOC laugh. There is a problem here

PO: Well it's a species, a species yeah

P3: | would say the most intelligent animal is in singular

P2: Which one?

P3: Or maybe we have to consider we have to consider intaltigas a group maybe?
PO: a ?? acat, a cow or ??

P0O: Um

P3: Cause cow as a group, | would bet on cow VOC laugh. | thinkveean eliminate cow anyway
P3: It doesn't look very intelligent. You have any clue of viuelligence? VOC laugh

Py

o

: | think they have some kind of secret manifestation dlligfence.

P2: Oh yes no no no no PO: They hide it very well. Well you carttduse when they're observed, they instantly hide it. Sccpatt know. P3: When when they
PO: This was a guess | think.

P2: So the mother um | would rate it as ants cats, ants catsoavl ¢

PO: What?

P2: In that in that order I'd rate them as ?? VOC laugh

P3: | would rate cats, cow, ants

PO: | would say ants.

P2: Ants yeah

PO: Yeah

P3: You would say ants first

PO: As a group

P2: Yeah as a group yeah

P3: As a group yeah but that's not really intelligence thatiganization

P2: Well

P1: Um yeah yes um as an organization they are very intetligen

P2: Um the cats hardly live together, you know

P3: Yeah but is-t it can be a proof of intelligence if they camtihey can have um critique opinion against other cats, wasnts just agree, so they don’t really
PO: Yeah

PO: What doe-s what does it prove? is it just

P1: Actually an interesting point is that ants have sursisefived o-n on the earth for millions of years without exin
PO: Well they have a very plastic if it's English, plasticua. They can be modified at will the the the quee-n

P

s

: They can't

P3: They can

PO: The queen decides what she produces depending on thé@osnd
P2: That is Bees right?

PO: No | thinkiit's true for ants

P2: Ants also

PO: So

P:

[}

: All- all of this it true, but it this not related to inteffence. Yeah good a good adaptation capacity they have goag ehaviour, but they don't have any initiative or
PO: Well yeah but

P

e

: What's intelligence?

P1: What I'm trying to say

P2: Well cats have initiative to steal food for themselves
P3: Yeah if you let something anywhere a cat will try to

P2: Ants
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P2: Ants do have the same instinct you leave your sugar bax apgwvhere they come there and they make it you know VOC law@@ Vaugh VOC laugh
PO: Yeah

P1: I-f if there’s something, an ant will eventually find it

P3: That's much more difficult with a cow. VOC laugh If you lessomething in a kitchen, you are less likely to find a cow VO@VOC laugh u-
PO: You know you are in trouble yeah?

P1: It depends if the cow is very hungry. P2: Well cow usuallgll cows usually, well | don’t know here, but in India the cowsually have a tendency to go into an some others field theajreen grass if it doesn't gets it.
Well depending on the situation the cow can also becomeligeet

PO: ?? amad cow maybe VOC laugh

P3: Ok

P3: Um yeah P2: Well it once like

PO: | don't know | see but ants built, they’re able to built urelithey modify our gardens

P2: Yeah

PO: Cats can't

PO: Yeah ants can built big structure, very complex things

P3: Yeah

PO: High span and

P1: What do you mean by modifying the environment? If you peatain an environment with a a lot of rats
P1: It will change the ??

PO: Yeah it is not really building

P2: So

P1: So we are still divided | think

P3: I think um that that's strange too because intelligesc group group intelligence

PO: Yeah

PO: Well if you look at the brain

P3: Yeah

PO: We could look at it this way

P3: Yeah yeah but that is different individual yeah that ceahythat's interesting

PO: I don't think ?? | wouldn'tlook at an ant as a brilliant inidlual of | mean by itself it's nothing right?
P3: Yeah

P3: Yeah ok

P2: Ah well it is well you should look for that um story of othtésan French

PO: Yeah yeah you're right

PO: Yeah same

P3: I vote for ant as well

P1: Me too
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