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Abstract: 
This document describes the state-of- the-art in conversational multi-party speech recognition for 
recordings made with close-talking microphones, static and dynamic arrays, and table-top microphones, 
and discusses which areas of work offer the most promise for improving on the current word error rates of 
20-35%. 
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1 Introduction

The focus in large vocabulary automatic speech recognition research has been devoted to the tran-
scription of speech found in natural environments for quite some time. The recorded speech is rarely
planned but spontaneous or even conversational which contributes to relatively poor performance
on these tasks. More recently more attention was devoted to the automatic transcription of confer-
ence room meetings. This interest is partly driven by the direct demand for transcripts of meetings.
Moreover these transcripts can form the basis for higher level processing such as content analysis,
summarisation, analysis of dialogue structure etc. This increased interest is manifest in yearly evalu-
ations of speech recognition systems by the U.S. Institute for Standards and Technology (NIST) (e.g.
[1]) or the existence of large scale projects such as AMI or CHIL 1. Initial work on meeting transcrip-
tion was facilitated by the collection of the ICSI meeting corpus and the NIST meeting transcription
evaluations in 2002. Further meeting resources were made available by NIST [21] and Interactive
System Labs (ISL)2 prior to the 2004 NIST RT04s Meeting evaluations [1]. In these evaluations
the meeting domain was considered to cover so-called conference style meetings only, i.e. meetings
with participants sitting around a meeting table. In the RT05s evaluations lecture-style meetings were
added. Here a person presents material and answers questions from the audience.

As work in this domain is new many questions relating to fundamental properties of the data are yet
unanswered. It is evident that the data varies greatly with the acoustic environment, the recording
conditions and the content. A variety of recording configurations using speaker associated or remote
microphones poses additional challenges. Overlapped speech or reverberation in the meeting room
are a further cause degradation in recognition performance. This is especially present in lecture type
scenarios where rooms may be large and the distance of the speaker to recording equipment is far
greater than in conferences rooms.

1.1 Remote microphone recordings

Meetings typically take place in rooms with non-ideal acoustic conditions in the presence of signifi-
cant background noise, and may contain large sections of overlapping speech. In such circumstances,
headset microphones have, to date, provided the best recognition performance, however they have a
number of disadvantages in terms of cost and ease of use. The alternative is to acquire the speech
from one or more distant microphones, however, such ‘remote microphone recordings’ generally re-
sult in reduced ASR performance. A large body of research is concerned with techniques to enhance
recordings from distant microphones with the goal of improving ASR performance. We describe a
number of these techniques and subdivide them based on the amount of prior knowledge we have
about the microphones.

1.2 Structure

This overview of state of the art in conversational multi-party speech recognition using remote mi-
crophones has a strong focus on developments made in the AMI and M4 projects and hence does not

1Computers in the Human Interaction Loop, an EC IP project
2These corpora are available from the Linguistic Data Consortium (LDC).
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claim completeness in all associated areas. However the authors aim to show the range of topics and
techniques as well as highlight the issues that are important for work in this domain.

In the rest of the paper we discuss the state-of-the-art for front-end processing, acoustic and language
modelling as well as general system architecture. Automatic speech recognition systems are very
complex and consist of many components to achieve competitive performance. Many of the methods
used for meeting transcription are generic or work on general conversational speech. Hence the
focus of the remaining sections is on meeting specific components and thus naturally front-ends are
discussed in greater detail.

2 Front-end Processing

On of the main problems in this domain is the robust acquisition of the speech signal given the adverse
conditions (in terms of ASR performance) in which most meetings are held. Meeting rooms are often
reverberant (e.g., the instrumented meeting room at the University of Edinburgh has a reverberation
time in the region of 0.7s); they suffer from significant background noise (e.g., from projectors and
computers within the room) and activities outside the room; and meetings often contain periods in
which several people are speaking concurrently. Close-talking microphones alleviate many of these
problems and give the highest accuracy from current ASR systems, however they have a number of
practical limitations concerning their use. Advanced processing techniques for multiple distant micro-
phones, such as microphone array processing, offer an increasingly viable alternative which overcome
many of the disadvantages of close talking microphones. In this section we first describe the problems
associated with the capture of speech in meetings, even when using close talking microphones. We
then describe the practical limitations of headset mics, and present a number of distant microphone
systems which can overcome these limitations.

2.1 Close talking microphones

Recordings made using close talking microphones have the advantage of high signal-to-noise ratio
and implicit knowledge of the number of speakers, since a single speaker is associated with each
channel. Despite these advantages, there still remain significant challenges when carrying out ASR
on these recordings in realistic environments, such as are encountered in meeting room scenarios.
The most serious problems typically encountered are the presence of cross-talk and the poor reliabil-
ity of speech end-point detection. Cross-talk occurs when speech from neighbouring individuals is
captured. While this is predominantly a problem for lapel based-recordings, it can also occur with
head mounted microphones. When cross-talk occurs in the absence of speech activity from the target
speaker, suppression has been demonstrated to be reliably achieved by carrying out a comparison
between channels using cross-correlation and/or energy based analysis [40, 55, 30]. A more complex
situation arises when cross-talk is overlapping with target speaker activity. Detection of such cases
has been shown to be possible through the use of high-order statistics [55], but this does not deal
with the fundamental problem that such overlapping segments are likely to result in lower speech
recognition performance and, to date, only limited effort has been committed to overcoming this.

Speech end-point detection is a trivial problem in ideal recording conditions, but in meeting room
recordings this becomes a challenging task, not only due to the presence of cross-talk, but also the
great variability in recording conditions and the presence of high-energy, non-speech sounds in the
recording, often being produced by the target speaker (the most prevalent source of such noise is
caused by breathing of the target speaker on a headset microphone worn too close to the mouth).
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Previous work in this domain has looked at statistical approaches for speech activity detection using
HMM/GMM based classifiers with additional components to control cross-talk between channels, as
previously discussed [40, 55, 30]. A similar approach was undertaken in the AMI ASR system using
a hybrid HMM/ANN based classifier which demonstrated similar performance to these approaches
on the meeting room task [23]. In the recent NIST Rich Transcription 2005 Spring evaluation this
system showed a 6.4% absolute or 23.2% relative drop in word accuracy due to automatic segmenta-
tion in comparison to the reference segmentations, with a similar results being reported by the other
participant. While ASR results on close talking microphone recordings still show marked advantage
over distant microphone based approaches, there still remains ample room for improvement in fully
automatic pre-processing of these recordings.

Aside from the issues concerning ASR on close talking microphones, there are also more practical
limitations that arise in realistic meeting scenarios — it is impractical to provide every participant in
a meeting with a headset microphone since the cost of such devices is prohibitive. Participants also
find them obtrusive and feel self-conscious wearing them, and unless radio microphones are used,
participants are effectively tethered to one location, unable to act or move naturally. The multiple
distant microphone processing techniques described below address these problems since they remove
the need for individual participant microphones.

2.2 Microphone arrays

Microphone arrays offer a principled approach to recovering a particular person’s speech from a mix-
ture of distant microphone signals [39]. A microphone array consists of multiple omni-directional
microphones arranged in purposeful geometries in a room. Microphone arrays filter the received sig-
nals according to the spatial configuration of speech sources, noise sources and microphones, and
are thus able to focus on sound originating from a particular location. The capabilities of such mi-
crophone arrays include location of sources in reverberant enclosures, identification and separation
of the sources, enhancement of speech signals from desired sources, and separation of speech from
non-speech audio signals [50]. A body of previous work, e.g. [39, 36], has shown that arrays can be
an effective alternative to close-talking microphones for single speaker ASR in noisy environments.
In addition, in a multi-speaker environment, the directional nature of the array allows discrimination
between speakers leading to improved ASR performance for overlapping speech [38].

Microphone array speech enhancement generally involves beamforming, which consists of filtering
and combining the individual microphone signals in such a way as to enhance signals coming from
a particular location. The simplest beamforming technique is delay-sum beamforming, in which a
delay filter is applied to each microphone channel before summing them to give a single enhanced
output channel. Each channel delay (with respect to some reference channel) is calculated to align
the speech signal arriving from a particular source location, ensuring constructive in-phase addition
of the desired signal during the summation. As the noise components in the signal are combined out
of phase, this procedure leads to a relative increase in the signal level (i.e. speech from the desired
direction) with respect to the noise level.

Other more sophisticated beamforming techniques exist which calculate the channel filters to optimise
a particular criterion - such as gain with respect to an isotropic noise field or a set of particular noise
locations. These techniques can be broadly categorised as being fixed (data-independent) or adaptive
(data-dependent) beamformers. In general, fixed beamformers have the advantage of providing less
distortion to the desired speech signal, while adaptive beamformers tend to yield greater reduction of
the noise level. In the robust speech recognition literature the most commonly used fixed beamform-
ing techniques are delay-sum and superdirective beamforming [15, 14], while adaptive techniques
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have generally been variations of the Generalised Sidelobe Canceller (GSC) [22].

In practise, the beamformer seldom exhibits the level of improvement that the theory promises and
further enhancement is desirable. One method of improving the system performance is to add a
post-filter to the output of the beamformer. The use of a post-filter has been shown to improve the
broadband noise reduction of the array [51], and lead to better performance in speech recognition
applications [36]. Most approaches are based upon the post-filter proposed by Zelinski [57], which
uses the input channel auto- and cross-spectral densities to estimate a Wiener post-filter to be applied
to the beamformer output. The use of such a post-filter with a standard sub-array beamforming
microphone array was thoroughly investigated by Marro et al [33], and has been used successfully
in a number of speech enhancement and robust speech recognition applications. Other post-filter
formulations better suited to more complex diffuse or non-stationary noise environments have been
proposed in e.g. [34, 13].

With the increasing interest in using microphone arrays for speech recognition, an emerging research
direction has been closer integration of the beamforming stage with statistical speech models. The
motivation behind such approaches is the fact that traditional array processing is formulated to max-
imise the signal-to-noise ratio (SNR), rather than necessarily minimise the error rate of the eventual
speech recognition. In fact traditional microphone array processing techniques enhance the signal
based purely on geometrical information rather than any knowledge of the speech spectrum. Re-
cent techniques that attempt to incorporate some form of speech model in the enhancement include,
e.g., a likelihood-maximising beamformer (LIMABEAM) [47], a range of new speech-specific source
separation algorithms [43, 46], and a beamformer based on a dual excitation speech model [8].

All of the above techniques assume the location of the desired speaker is known. In some situations,
such as known seating configurations around a table, this assumption may be realistic. More gener-
ally, however, beamforming should be preceded by a step that locates (and potentially tracks) each
speaker, e.g. [17]. Recent research has started to investigate the integration of speaker tracking with
beamforming for speech recognition [53, 35, 6].

2.3 Table-top microphones

The simplest alternative to close-talking microphones is to use individual omnidirectional micro-
phones located on the meeting table, each in front of one or more participants. Although table-top
microphones remove the need for individual microphones, their performance for ASR is significantly
worse, primarily as a result of the decay of sound energy with distance. As described above, close-
talking microphones capture speech from the wearer at a higher level than other sound sources from
the environment (other speakers, background noise sources). For distant microphones however, the
differences in distance travelled from each source to the microphone are not as substantial. The re-
ceived signal contains a variable mixture of all sources, and background noise, room reverberation
and crosstalk also severely effect the quality of the received signal. Recognition experiments car-
ried out on the ICSI meeting corpus [19] have shown that the word error rates (WER) for individual
table-top microphones were double those of the close-talking microphones.

The performance of table-top microphones can be improved by employing well known noise reduc-
tion (e.g. those using Wiener filtering) and echo cancellation techniques (e.g. those using adaptive
filtering) that attempt to recover the original speech from the noisy signal. In addition, if multiple
table microphones are available, then the beamforming techniques described above may be used to
enhance the output and perform localisation of speakers, even if the microphone locations are un-
known. Such techniques have been widely used in speech recognition systems developed for recent
NIST evaluations [1, 2]. For example, the following processing steps were used for multiple distant
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microphone processing in the AMI system [23]:

• First, gain calibration was performed by normalising the maximum amplitude level of each of
the individual microphone channels

• Wiener filter was applied to each channel to remove the stationary background noise

• Delay vectors between each channel pair were calculated for every frame using the normalised
cross correlation between channels

• Relative scaling vectors were measured corresponding to the ratio of frame energies between
each channel and the reference channel

• The delay and scaling vectors were then used to calculate beam-forming filters for each frame
using the standard super-directive technique

• The beamformed output was used as input to the ASR system

The above processing steps significantly improved the recognition performance and reduced the gap
between close-talking microphones and table-top microphones. The AMI system achieved word error
rates of 30.6% for close talking microphones and 42.0% for the above system in the rt05s evaluation.

Table top arrays of microphones currently provide the best compromise between ASR performance
and ease of use, since they do not require dedicated calibrated arrays within the room. [18] also
shows that table-top arrays consisting of inexpensive conventional electret microphones can achieve
similar recognition results to that of a single expensive sensor and as such, these arrays provide a cost
effective alternative to calibrated arrays.

2.4 Dynamic microphone networks

While microphone array techniques, including those based on uncalibrated arrays of table top sen-
sors provide enhanced output compared to the output of individual distant microphones, they have
several strong requirements constraining their application: they generally assume a fixed number of
microphones, strictly simultaneous sampling between channels, calibrated microphone gain levels,
and a known, static microphone placement. Such stringent requirements cannot be guaranteed in
most practical situations.

With the increasing prevalence of networked devices containing microphones an alternative to fixed
arrays, based on the concept of distributed sensor networks [12, 3] is becoming available. So called
’dynamic’ or ’ad-hoc’ microphone networks comprise a group of individual devices such as PDAs
or mobile telephones which, communicating via wireless network, act as elements in a microphone
array. Requiring little or no pre-installed infrastructure and capable of using readily available sensors,
such a system would allow high quality speech acquisition for ASR from groups of people at low
cost, without the need for close talking microphones.

Such systems present a number of challenges compared to fixed arrays many of which are currently
being addressed. Strict synchronisation between channels cannot be guaranteed in ad-hoc arrays. This
is being addressed using a number of techniques based on the transmission of a global clock signal to
each device [32, 28, 7]. The location of the microphones must be determined automatically in the case
of ad-hoc arrays. Work on such ’self locating’ microphone arrays has recently been reported in the
literature [52, 42, 45, 44, 11], however these algorithms present some limitations, such as requiring a
calibration signal to be played, or that close initial estimates of the microphone locations be provided.
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Differing devices will also have variable channel gains and this will also need to be addressed for
such arrays to be used effectively as elements in an array.

While research on ad-hoc arrays is still in its infancy, and a fully functional audio acquisition system
providing beamformed output from a dynamic array is still some way off, such a system has clear
benefits over a conventional array.

2.5 Speaker Diarisation

Diarisation is the task to find out who spoke when in a multiple speaker scenario. This relates to a
combination of speech activity detection and speaker clustering where the relevance of the former
was outlined above. Speaker clustering is important for systems that adapt to speakers. Diarisation is
a difficult task requiring complex systems for optimal performance (e.g. [5]). Experience reported at
meeting workshops [1, 2] so far indicates that optimisation of diarisation criteria does not coincide
with optimal ASR performance.

2.6 Feature extraction

Most techniques mentioned above are enhancement based, i.e. the objective is to improve the audio
quality prior to recognition. This has the advantage that later stages in the speech recognition process
are allowed to operate in a standard way. Hence systems in meeting transcription make use of standard
features such as Mel Frequency Cepstral Coefficients (MFCC) [16] or Perceptual Linear Prediction
(PLP) coefficients [26] or derivatives thereof (e.g. [23, 48, 37]).

3 Acoustic Modelling

Acoustic modelling techniques proposed for meeting transcription so far do not differ greatly from
general acoustic modelling techniques used for transcription of conversational telephone speech. An
important reason for this is the enhancement based front-end that try to eliminate the additional
acoustic variability. However, as is normal for large vocabulary ASR, in-domain training data is
vital for good performance. The availability of such resources however is limited.

The ICSI Meeting corpus [27] so far is the largest meeting resource available consisting of 70 tech-
nical meetings at ICSI with a total of 73 hours of speech. The number of participants is variable
and data is recorded from head-mounted and a total of four table-top microphones. Further meeting
corpora were collected by NIST [21] and ISL [10], with 13 and 10 hours respectively.Both NIST and
ISL meetings have free content (e.g. people playing games or discussing sales issues) and number of
participants. As part of the AMI project a major collection and annotation effort of the AMI meet-
ing corpus[4] has been undertaken which will finish soon. Data was/is collected from three different
model meeting rooms in Europe (mostly Edinburgh and IDIAP at the moment). Overall more than
100 hours of transcribed speech will be available in due course. The meeting language is English.
Each meeting normally has four participants and the corpus will be split into a scenario portion and
individual meetings. The scenario portion will involve the same participants over multiple meetings
on one specific task. Further small sets of meeting recordings for testing purpose have been made
available in the context of NIST evaluations.
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3.1 Model training procedures

Overall the amount of data available from meeting recordings is minimal compared to other domains
such as Broadcast News (BN) or conversational telephone speech (CTS) where multiple 1000s of
hours of speech are now transcribed. Hence it is not surprising that system developers decided to
make use of these background resources. In systems such as [49, 54, 23] the comparatively large
Switchboard corpora as well as CallHome Corpus where used3 to bootstrap or train models for meet-
ing transcription, on the basis that the target is conversational speech. However, these resources are
recorded over the telephone and hence have different bandwith to that usually available in meetings.
The problem was addressed by downsampling in the case of [49, 54, 48] while in [23] a adaptation
technique was used to map between different bandwidths. In [37] instead the use of BN data was
suggested which was verified in [48]. In both cases the use of the additional background material
allowed substantial improvement in word error rates.

For training on multiple remote microphone data again different strategies have been developed. In
[54] training on all microphone channel recordings simultaneously was found to outperform training
on single channels, e.g. by picking the central microphone or prior enhancement (e.g. as in [23]).

Apart from these data issues standard acoustic models are based on decision tree state-clustered Hid-
den Markov Models (e.g. [56]) or equivalent forms. Maximum likelihood training schemes are gen-
erally replaced by discriminative training using discriminative criteria such as the minimum phone
error(MPE) criterion [41]. Front-end feature transforms such as heteroscedastic linear discriminant
analysis [29] allow a more effective construction of feature spaces while speaker adaptive training
techniques such as vocal tract length normalisation (VTLN) show similar performance gains to those
obtained with the same techniques on CTS data[24] (and in contrast to performance on BN). Purely
test-adaptive techniques such as maximum likelihood linear regression [31, 20] are used mostly for
adapting to speakers rather than the environment.

4 Language Modelling and Vocabulary

Similarly to acoustic modelling in-domain data availability is a major issue in language modelling
and vocabulary selection. Vocabularies are normally selected by using the most frequent in-domain
words, and if necessary, augmenting the list with the most frequent words from other sources, for
example BN text corpora. Even though meetings can be held on a wide range of topics the approach
appears to yield sufficient coverage [25].

Language model training data for conversational speech is sparse. Hence models are constructed from
other sources such as BN data and interpolated. This is true for both CTS and meeting data. Hence
most systems use interpolated language models from a variety of sources, including data collected
from the web [9] specifically for the task [48, 23]. It has been shown that further meeting room
specific data collection can be beneficial [25].

5 System architectures

Systems for meeting transcription are not yet in wide-spread use. At this stage the system architectures
mostly follow patterns that have been developed elsewhere (e.g. in CTS transcriptions). State-of-the-
art systems operate in multiple passes where each pass normally outputs both a first-best results and

3Available from the Linguistic Data Consortium
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a word-graph. The latter is often used to constrain the search space for subsequent stages, or more
recently, to allow for output combination of complementary systems, i.e. systems that are trained to
yield similar performance with different error types. Depending on the allowance in terms of real time
the system complexity is usually increased by the number of passes, with decreasing gains in word
error rate in later passes. So far only few experiments are published that try match system architecture
to the type of input data (i.e. dependent on the microphone configuration). In the case of multiple
remote microphone data experiments with recognition on each microphone channel have not yielded
superior performance. In recent NIST evaluations the practical benefit of a unified system structure
regardless of the input data was noted by all participants. Integration with other systems, such as
those for diarisation or source localisation systems was not yet shown to yield clear advantages.

6 Conclusions

In this paper we tried to give a brief overview of state-of-the-art in speech recognition of conversa-
tional speech with remote microphones. Although the discussion is clearly incomplete at this stage we
highlighted properties and main issues of current systems and discussed several different approaches
to fundamental problems. From the results so far (word error rates of 30–40% and large difference
to results with close-talking data) and the fact that current systems have not yet touched on the full
complexity of the domain, we infer that there is room for substantial improvement. Front-ends that
are on the one side fully integrated into ASR systems, but are at the same time aware of the physical
conditions, are likely to yield substantial improvements. Distributed system architectures will allow
effective implementation of such systems. Several important questions are only just being addressed,
for example the issue of time-overlapped speech, or effects of reverberation.
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