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D9.3: Compendium of State-of-the-Art reports

Abstract:

Using five separate reports, this document describes the “state-of-the-art” in AMIDA areas
that were not covered within the previous AMI project. Four concern component tech-
nologies for meeting browsers and remote meeting assistants. They cover subjectivity,
topic segmentation, summarization, and dialogue act recognition. One discusses meeting
browsing technologies in general.
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Abstract

Applications such as meeting browsers and meeting assistants aim to identify, ex-
tract, and summarise meeting content — information about what happens and what
is discussed in meetings. Most research in identifying and extracting meeting con-
tent has focused on primarily objective content, e.g., information about what topics
are discussed and who is assigned to work on a given task. However, another type of
meeting content that is important is the subjective content of meetings, i.e., the opin-
ions and sentiments that the participants express during discussion in the meeting.
Although there has been some work on recognizing subjective content in multiparty
conversations, the majority of work in this area has focused on text. In this paper,
we review the related work, both from text and from speech, that is relevant for the
task of recognizing subjective content in meetings. We also present a new annotation
scheme for marking subjective content in meetings.

1 Introduction

Applications such as meeting browsers and meeting assistants aim to identify, extract, and
summarise meeting content — information about what happens and what is discussed in
meetings. Some meeting content is primarily objective, for example, information about
what topics are discussed [Hsueh and Moore, 2006] and who is assigned to work on a
given task [Purver et al., 2006]. However, another type of meeting content that is im-
portant is the subjective content of meetings, that is, the opinions and sentiments that the
participants express during discussion in the meeting. Recognizing subjective content is
important because, intuitively, it seems that such information would help with existing
meeting-browser tasks, such as decision detection [Hsueh and Moore, 2007]. But subjec-
tive content in and of itself is also interesting and important to extract and summarise. We
would like to know not only what a particular decision was but who supported or opposed
the decision. Imagine asking a meeting assistant not only to summarise the major ideas
that were discussed but also the pros and cons expressed about those ideas.

To extract and summarise the subjective content of meetings, we first need to be able to
identify when something subjective is being said and also to recognize the type of sub-
jective content that is being expressed (e.g., positive or negative sentiment). However, to
achieve the detailed analysis of subjective content that we would like, we also need to
be able to identify the source and the target of the subjectivity—who the subjectivity is
attributed to and what it is about. Although it is likely that most of the time the speaker
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1 INTRODUCTION

is expressing his or her own opinions, it is not unusual for the speaker to report someone
else’s opinion or to be speaking on behalf of the group. For example, in (1) below, the
speaker is reporting the opinion of the company, and in (2), the speaker is reporting infor-
mation from a user study about remote controls. In example (3), the speaker is reiterating
an opinion that the group as a whole holds.

(1) The first one is that um uh the company’s decided that teletext is outdated
uh because of how popular the internet is.

(2) Um people uh additionally aren’t aren’t liking the appearance of their
products

(3) Also we talked earlier about R S I and wanting to prevent um any sort
of like Carpal Tunnely kind of thing

In the past few years, there has been some work on recognizing subjective content in
multiparty conversations. For example, Wrede and Shriberg Wrede and Shriberg [2003a]
have worked on recognizing meeting hotspots, which are a fairly coarse type of subjective
content. Hillard et al. Hillard et al. [2003], Galley et al. Galley et al. [2004], and Hahn
et al. Hahn et al. [2006] have worked on recognizing agreements and disagreements
in meetings. Dialogue act coding schemes often include dialogue act tags for marking
certain limited types of subjective content [Bhagat et al., August 2003]. Most recently,
Somasundaran et al. Somasundaran et al. [2007b] worked to recognize utterances that
express sentiment and arguing. While all of this research takes definite steps toward rec-
ognizing at least some aspect of the subjective content found in multiparty conversation,
none of it provides both the level of detail and coverage of the subjective content that we
believe is important to identify from meetings.

In contrast to the fairly limited amount of work on subjective content in meetings and
conversation, the past few years have seen a surge of research in the recognition of sub-
jective content in textual discourse. Annotation schemes have been proposed for mark-
ing opinions and other types of subjective content (e.g., Wiebe et al. [2005] and Martin
and White [2005]), and corpora with detailed subjective content annotations have been
produced. Researchers have worked on automatically identifying subjective sentences
(e.g., Wiebe et al. [1999], Riloff and Wiebe [2003], and Yu and Hatzivassiloglou [2003]),
recognizing the sentiment of phrases or sentences (e.g., Morinaga et al. [2002], Yu and
Hatzivassiloglou [2003], Hu and Liu [2004], Popescu and Etzioni [2005], and Wilson
et al. [2005]), recognizing expressions of opinions in context (e.g., Choi et al. [2006] and
Breck et al. [2007]), and identifying who an opinion is attributed to (e.g., Bethard et al.
[2004], Kim and Hovy [2004], and Choi et al. [2005]). There has also been a great deal of
focus on automatically acquiring a priori subjective information about words and phrases,
information which is then applied to automatically recognizing subjective content. This
research includes learning words and phrases that are indicative of subjective language
(e.g., Wiebe [2000], Riloff et al. [2003], Kim and Hovy [2005], Esuli and Sebastiani
[2006]) as well as learning the polarity (semantic orientation) of words and phrases (e.g.,
Hatzivassiloglou and McKeown [1997], Turney and Littman [2003], Esuli and Sebastiani
[2005], and Takamura et al. [2005]).
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Monolingual text and multiparty conversation are very different types of discourse. For
text, it is only the words on the page that convey whether or not something subjective
is being expressed. In spoken conversation there are the words, as well as prosodic and
visual cues that figure into the evidence to consider. However, given the depth of the
research into recognizing subjectivity in text, exploring what approaches for text might
also work for conversation is an obvious track to pursue.

With an eye toward our own goals of recognizing and extracting detailed subjective con-
tent in multiparty dialogue, in the first part of this paper we review some of the most rele-
vant work on recognizing subjectivity in text. We start in Section 2 by giving an overview
of the annotation schemes that have been developed for marking subjective content in text,
and then in Section 3 we review the research in identifying subjective information about
words and phrases. Finally, in Section 4 we review the research in automatic subjectivity
and sentiment analysis in text that is most relevant to recognizing subjective content in
conversation.

In the remaining sections, we focus on subjective content in speech and conversation. In
Section 5 we give a brief overview of the research on emotion recognition, focusing on the
work that has been done in spontaneous speech. Then in Section 6, we review the research
that has been done so far on recognizing subjective content in multiparty conversation.
Finally, in Section 7 we present our annotation scheme for marking subjective content in
meetings.

2 Annotating Subjective Content in Text

There have been two detailed conceptualisations proposed for fine-grained analysis and
annotation of subjective content in text, the Multi-perspective Question Answering (MPQA)
Annotation Scheme [Wiebe et al., 2005] and Appraisal Theory [White, 2002, Martin and
White, 2005]. The MPQA Annotation Scheme was developed for marking opinions and
emotions in news articles. Appraisal Theory is a framework for analyzing evaluation and
stance in discourse. Both representations are concerned with systematically identifying
expressions that in context are indicative of subjective content.

This section gives an overview of both the MPQA Scheme and Appraisal Theory, as well
as a brief review of the work in sentence-level subjectivity annotation.

2.1 MPQA Annotation Scheme

The MPQA Annotation Scheme is centred around the concept of private state [Quirk
et al., 1985]. A private state is any internal mental or emotional state, including opinions,
beliefs, sentiments, emotions, evaluations, uncertainties, and speculations, among others.
In its most basic representation, a private state can be described based on its functional
components: the state of an experiencer holding an attitude optionally toward a target
[Wiebe, 1990, 1994].

The annotation scheme presented in [Wiebe et al., 2005] is a detailed, expression-level
representation of private states and attributions that adapts and expands the more basic
functional-component representation. The annotations in the scheme are represented as
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2 ANNOTATING SUBJECTIVE CONTENT IN TEXT

frames, with slots in the frames representing various attributes and properties. The initial
MPQA scheme contains four annotation frames: direct subjective frames, expressive
subjective element frames, objective speech event frames, and agent frames. In [Wil-
son, 2007], the MPQA scheme is extended to include two new types of annotation frames:
attitude frames and target frames.

The direct subjective frame and the expressive subjective element frame are both used for
representing private states, but they capture distinct ways that private states are expressed.
Direct subjective frames are used to mark expressions that explicitly refer to private states
and expressions that refer to speech events1 in which a private state is expressed. The
phrase “have doubts” in (4) is an example of an expression that explicitly refers to a
private state. In (5), the phrase “was criticized” refers to a speech event in which a private
state is being expressed, as does the phrase “said” in (6). The word “criticized” conveys
that a negative evaluation was expressed by many people, even though their exact words
are not given. With “said” in 6, it is the quoted speech that conveys the private state of
the speaker, specifically the phrase “a breath of fresh air.” Expressive subjective element
frames are used to mark expressions that indirectly express private states, through the way
something is described or through a particular wording. The phrase “a breath of fresh air”
is an example of an expressive subjective element, as is the phrase “missed opportunity
of historic proportions” in (7).

(4) Democrats also have doubts about Miers’ suitability for the high court.
(5) Miers’ nomination was criticized from people all over the political spec-
trum.
(6) “She [Miers] will be a breath of fresh air for the Supreme Court,” LaBoon
said.
(7) This the nomination of Miers is a missed opportunity of historic proportions.

Although private states are often expressed during speech events, not all speech events
express private states. The objective speech event frame in the MPQA scheme is used to
mark speech event phrases that refer to these objective speech events. In sentence (8), an
objective speech event is marked on the word “said.”

(8) White House spokesman Jim Dyke said Miers’ confirmation hearings are
set to begin Nov. 7.

The agent frame in the scheme is used to mark noun phrases that refer to sources of private
states and speech events. The source of a private state is the experiencer of the private
state, and the source of a speech event is its speaker or writer. In (4) above, “Democrats”
would be marked as an agent, as would “people all over the political spectrum” in (5) and
“LaBoon” in (6).

All of the above annotation frames contain various attributes used to further characterize
each expression that is annotated. Both private state frames, for example, include at-
tributes for capturing the intensity of the private state being expressed and the polarity of
the expression that is marked. One attribute that is included in all the annotation frames is

1A speech event is considered any event of speaking or writing.
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2.1 MPQA Annotation Scheme

Table 1: Attitude Types in the MPQA Scheme

Sentiment Agreement
Positive Sentiment Positive Agreement
Negative Sentiment Negative Agreement
Arguing Intention
Positive Arguing Positive Intention
Negative Arguing Negative Intention
Speculation Other Attitude

the nested source attribute, which represents a key part of the MPQA annotation scheme.
We describe this attribute below; details on the other frame attributes can be found in
[Wiebe et al., 2005].

As previously mentioned, the source of a private state is the experiencer of the pri-
vate state, and the source of a speech event is its speaker or writer. However, in tex-
tual discourse such as the news, there are frequently layers of attribution. For exam-
ple, in (4) above, it is according to the writer of the sentence that the Democrats have
doubts. Similarly, in (5) is it according to the writer that people are criticising the nom-
ination. The nested source attribute captures these layers of attribution. In sentence
(4), both the direct subjective frame (“have doubts”) and the agent frame (“Democrats”)
are marked with the attribute nestedsource = 〈writer, democrats〉, where writer and
democrats are unique identifiers that represent those agents in the discourse. Similarly,
in (6) the expressive subjective element frame (“breath of fresh air”), the direct subjec-
tive frame (“said”), and the agent frame (“LaBoon”) are all marked with the attribute
nestedsource = 〈writer, laboon〉. In the example sentences above, there are no more than
two layers of attribution; sentence (7) only has one layer for the writer of the sentence.
However, in the news domain, it is not uncommon to find three or even more layers of
attribution.

The last two types of annotation frames in the MPQA scheme are the attitude frame and
the target frame [Wilson, 2007]. The attitude frames are linked to direct subjective frames.
The purpose of an attitude frames is to capture the attitude being expressed overall by the
private state to which it is linked. Similarly, target frames are linked to attitude frames;
they are used to capture the target of the attitudes to which they are linked. The types of
attitudes that are included in the attitude frame representation are listed in Table 1.

To date, the MPQA Annotation scheme has been used to annotate a corpus of 535 news
articles (about 10,000 sentences) 2. The MPQA annotations have been used in sentence-
level subjectivity classification, phrase-level subjectivity and sentiment recognition, and
source identification.

2Freely available at http://www.cs.pitt.edu/mpqa.
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2 ANNOTATING SUBJECTIVE CONTENT IN TEXT

2.2 Appraisal Theory

Appraisal Theory [White, 2002, Martin and White, 2005] grew out of and seeks to extend
the representation of language and meaning offered by Systemic Functional Linguistics
(see Halliday [1985/1994]). The focus of Appraisal Theory is on analyzing how writers
and speakers express attitude and stance, as well as how they position themselves with
respect to their readers and listeners.

Figure 1, taken from [Martin and White, 2005] page 38, gives an overview of the taxon-
omy of Appraisal Theory. The Appraisal framework covers three main concepts, Engage-
ment, Attitude, and Graduation. Engagement deals with what they call intersubjective
positioning, which includes things like attribution and how the the writer positions himself
or herself with respect to other viewpoints. Attitude is concerned with feelings and eval-
uations. This category further breaks down into Affect, Judgment, and Appreciation.
Affect focuses on positive and negative feelings and emotions, Judgment is concerned
with the evaluation of behavior, and Appreciation focuses on the evaluation of things.
The last domain, Graduation, considers how attitudes are intensified or diminished, and
how categories are sharpened (e.g., he’s a true friend) and blurred (e.g., he’s sort of a
friend).

To date, Appraisal Theory has received only a limited amount of attention from the NLP
community. Although it has been used to evaluate various types of discourse, includ-
ing media commentary, casual conversation, and plays and literature, it has not yet been
used to annotate large corpora, which could then be made available for exploration and
evaluation using automatic methods. Recently, Read et al. [2007] began investigating
whether the concepts and categories proposed by Appraisal Theory can be annotated reli-
ably. In other work, researchers investigated whether lists of words, organized according
to the Appraisal categories of Affect, Judgment, and Appreciation, were useful for the
automatic classification of reviews [Whitelaw et al., 2005].

2.3 Other Subjective Content Annotations in Text

Aside from the MPQA Corpus and Appraisal Theory, annotation of subjective content in
text has also been performed by Yu and Hatzivassiloglou [2003], Bethard et al. [2004],
Kim and Hovy [2004], Hu and Liu [2004], Bruce and Wiebe [1999], and Wiebe et al.
[2004]. The annotation schemes used by Bruce and Wiebe [1999] and Wiebe et al. [2004]
are earlier, less detailed versions of the MPQA annotation scheme. Bruce and Wiebe
perform sentence-level subjectivity annotations; the annotations in Wiebe et al. capture
only expressive subjective elements.

The corpora developed by Yu and Hatzivassiloglou [2003], Bethard et al. [2004], and
Kim and Hovy [2004] are annotated with sentence-level subjectivity and/or sentiment
annotations. The corpus developed by Hu and Liu [2004] is a bit different from the others.
They annotate targets, specifically products and product features in review data. However
they do not mark the spans of text that express positive and negative sentiments about the
targets. Instead, sentiment is annotated as an attribute of the target annotations. These
annotations simply capture whether in a sentence there is a positive or negative sentiment
toward a given target.
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2.3 Other Subjective Content Annotations in Text

Figure 1: Overview of the Appraisal Theory taxonomy, from [Martin and White, 2005]
page 38.
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3 LEARNING SUBJECTIVITY INFORMATION ABOUT WORDS AND PHRASES

3 Learning Subjectivity Information about Words and Phrases

One aspect of subjectivity analysis that has received a fair amount attention is learning
subjective words and phrases and learning the polarity or semantic orientation of words
and phrases. This information is then typically compiled into a lexicon for use by systems
seeking to recognise opinions and sentiments in context. Being able to automatically ac-
quire information about the subjectivity and polarity of words is important for any system
working with text or conversation that hopes to achieve good coverage in recognizing
subjective content. People use an amazingly wide variety of language when expressing
opinions and emotions. Systems that rely only on the words seen in annotated training
data are unlikely to have enough knowledge to achieve the best results.

Researchers have explored various methods for learning the a priori subjectivity or polar-
ity of words and phrases. Some exploit syntactic and semantic relationships that provide
information about how two words are related in terms of their subjectivity or polarity.
For example, we can infer subjective information about words that are joined by conjunc-
tions. If one of the words in a conjunction is subjective, the other is likely to be subjective
as well. Similarly, two words connected with the conjunction and are likely to have the
same polarity, and words connected with the conjunction but typically have the opposite
polarity. Semantic relationships like synonymy and antonymy provide similar sorts of
information. If a word (or more specifically a word sense) is subjective, its synonyms and
antonyms will be subjective too. Synonymy and antonymy also tell us whether certain
words typically have the same or the opposite polarity.

Another common approach to learning subjectivity information about about words is
by measuring how words pattern or associate statistically with known subjective/posi-
tive/negative words in a large corpus. These approaches work on the assumption that
subjective words and words of the same polarity will be found near each other or will
have similar distributions.

3.1 Exploiting Known Syntactic and Semantic Relationships

Hatzivassiloglou and McKeown [1997] were the first to use the co-occurrence of words
in conjunctions to learn the polarity of words automatically. Their approach starts by
extracting conjunctions of adjectives from a 21 million word news corpus and training
a log-linear regression model to determine whether conjoined pairs of adjectives have
the same or different polarity. Once they have this information, they use a clustering
algorithm to separate the adjectives into positive and negative sets.

Kanayama and Nasukawa [2006] build on the ideas of Hatzivassiloglou and McKeown by
considering what information about the polarity of words and phrases can be gleaned from
discourse connectives and context coherency. Context coherency assumes that clauses
with the same polarity will appear successively unless the context is changed with certain
types of discourse markers. Kanayama and Nasukawa actually start with a fairly large,
general-purpose collection of positive and negative words and phrases, with the goal of
expanding their lexicon with positive and negative domain dependent words and phrases.

Kamps and Marx [2002] were the first to use semantic relationships to assign polari-
ties to words automatically. Their approach uses synonymy links in the WordNet lexical
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3.2 Statistical Word Associations and Distributional Similarities

database [Fellbaum, 1998] to determine the polarity of adjectives. Given an adjective
a and two reference words that are antonyms (e.g., good and bad), Kamps and Marx
compute whether a is more closely related through SYNSET (synonym set) links to the
positive or to the negative reference word. Whichever reference word the adjective is
closer to determines its polarity.

Since the work of Kamps and Marx, many other researchers have looked to WordNet
and other thesauri for help learning the polarity of words. Hu and Liu [2004] and Kim
and Hovy [2004] both start with small sets of positive and negative seed words and use
synonymy and antonymy information from WordNet to grow these sets. Esuli and Se-
bastiani [2005] and Andreevskaia and Bergler [2006] also bootstrap from seed words, but
their approaches make use of the glosses in WordNet as well as information about lexi-
cal relationships. Takamura et al. [2005] take a unique approach to learning the polarity
words. They combine information from WordNet and information from corpora about
the occurrence of words in conjunctions into spin models. A spin model models a set of
electrons. In the models of Takamura et al., each electron corresponds to a word, and
the up or down spin of the electron represents the word’s polarity. The various types of
information are represented as either same or different polarity links between electrons.
To learn the polarity or spin of each word, Takamura et al. start by setting the polarity of a
small set of seed words. This information is then propagated throughout the network until
convergence is reached. Lexical relationships and glosses in WordNet have also been used
to learn word subjectivity [Esuli and Sebastiani, 2006] and to assign words to categories
from Appraisal Theory [Whitelaw et al., 2005]. There has also been work on automati-
cally assigning subjectivity information to WordNet senses [Wiebe and Mihalcea, 2006,
Esuli and Sebastiani, 2007].

3.2 Statistical Word Associations and Distributional Similarities

Several researchers have investigated using statistical measures of word association to
predict the polarity or subjectivity of words. Turney and Littman [2003] use a modified
version of Pointwise Mutual Information (PMI). For their corpus, they use the web. To
predict the polarity of a given word, they start with small sets of positive and negative seed
words and submit queries to the AltaVista search engine to see how many hits the target
word has that are NEAR3 the seed words. The polarity of the word is then determined by
the seed set with which it has the highest PMI. Baroni and Vegnaduzzo [2004] take Turney
and Littman’s method and apply it to learning subjective words. Yu and Hatzivassiloglou
[2003] measure positive and negative word associations using a modified log-likelihood
ratio and a very large corpus of news articles.

Wiebe et al. [2004] hypothesized that subjective words could be expected to have similar
patterns of distribution. To investigate this, they used Dekang Lin’s Lin [1998] method
for clustering words based on their distributional similarity to identify sets of subjective
verbs and adjectives. The seed words for this process were the adjectives and verbs in
editorials and other opinion-piece articles in the Wall Street Journal.

Riloff et al. [2003] and Riloff and Wiebe [2003] worked on learning subjective nouns and
subjective extraction patterns. Extraction patterns are lexico-syntactic expressions that

3NEAR was an operator in the AltaVista search engine.
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4 AUTOMATIC RECOGNITION OF SUBJECTIVE CONTENT IN TEXT

were originally developed for information extraction. As with others, Riloff et al. take
a bootstrapping approach. Given a set of seed words that represent the semantic class of
interest, in their case highly subjective nouns, their algorithms look for words that appear
in the same extraction patterns as the seed words and determine which of these new words
are the best to add to the set of seeds. The process then iterates. In [Riloff and Wiebe,
2003], Riloff and Wiebe switch their focus to identifying subjective extraction patterns.

Takamura et al. [2006] have also worked on identifying the polarity of phrases. Unlike
the research above, their approach relies on hand-annotated data. Nevertheless, it is worth
mentioning. Takamura et al. propose latent-variable models to capture the polarity of
adjective-noun pairs. One variable corresponds to nouns and the other to adjectives. The
data they use for both training and testing consists of a large collection of adjective-noun
pairs, extracted from news data and hand annotated for their polarity. Interestingly, what
they end up learning is often domain-dependent positive and negative phrases.

4 Automatic Recognition of Subjective Content in Text

Research on subjectivity analysis in text ranges from work on identifying the subjective
information in words and phrases in context (e.g., Popescu and Etzioni [2005], Wilson
et al. [2005], and Breck et al. [2007]), to work classifying the subjectivity of documents
(e.g., Pang et al. [2002], Turney [2002], Dave et al. [2003] Pang and Lee [2005], and
Ng et al. [2006]). Of this research, the work that is most similar to the type of analysis
of multiparty conversation that we are aiming for is the research on sentence-level and
phrase-level subjectivity analysis.

The simplest approaches to recognizing subjective content in text involve a straightfor-
ward lookup of terms from a subjectivity lexicon, taking into account the influence of
negation. For example, Morinaga et al. [2002] and Yi et al. [2003] use detailed, hand-
compiled lexicons of positive and negative words and phrases to identify opinions. Yu
and Hatzivassiloglou [2003], Kim and Hovy [2004], and Hu and Liu [2004] classify the
sentiment of sentences by averaging, multiplying, or counting the polarity of the words
from the lexicon that appear in a sentence.

Many different machine learning learning approaches have been applied to recognising
the subjectivity or polarity of sentences and phrases, from supervised learning using naive
Bayes [Riloff et al., 2003, Yu and Hatzivassiloglou, 2003], support vector machines and
boosting [Kudo and Matsumoto, 2004, Wilson et al., 2005, 2006, Somasundaran et al.,
2007b, Furuse et al., 2007], conditional random fields [Mao and Lebanon, 2006, Breck
et al., 2007], and structured linear classifiers [McDonald et al., 2006], to semi-supervised
[Wiebe and Riloff, 2005, Gamon et al., 2005, Kaji and Kitsuregawa, 2006, Suzuki et al.,
2006] and unsupervised techniques [Popescu and Etzioni, 2005]. Riloff et al. use a wide
array of information, including counts of various types of subjective words and phrases,
the presence of adjectives and certain other parts of speech, and the density of key subjec-
tive and objective words, to classify subjective sentences from the news. Yu and Hatzivas-
siloglou also classify subjective sentences from the news. They obtain their best results
using n-grams and lists of positive and negative words. Kudo and Matsumoto investigate
the use of dependency relations in classifying the polarity of sentences. Wilson et al.
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explore the utility of a wide range of lexical, syntactic, and discourse features for phrase-
level sentiment analysis. The task of Breck et al. is similar; they investigate phrase-level,
subjective expression identification. Wilson et al. also experiment with classifying the
intensity of sentences and clauses. Somasundaran et al. classify the attitude of sentences
from the news and from a Web discussion board, and then investigate whether this in-
formation is useful for improving question answering. Furuse et al. develop a subjective
sentence classifier to use as a component in an opinion search engine. Mao and Lebanon
and McDonald et al. both investigate sentence-level sentiment classification as part of the
larger task of classifying document sentiment. Gamon et al. and Mei et al. approach the
problem of sentiment analysis as one of joint classification of topic and sentiment.

Several of the semi-supervised and unsupervised approaches are worth further mention.
Wiebe and Riloff [2005] developed an approach that uses high-precision, rule-based, sub-
jective and objective sentence classifiers to automatically build a large training corpus
from unannotated data. Although the training set contains noise, the quality of the data
is good enough that when used to train a supervised learner, the performance of the re-
sulting classifier rivals that of a classifier trained on human-annotated data. Kaji and
Kitsuregawa [2006] use a similar approach to automatically create a polarity-tagged cor-
pus to use in training a classifier for sentence sentiment classification. They make use
of high-precision linguistic patterns and certain HTML structures to build their training
corpus automatically from the Web. Popescu and Etzioni [2005] use an unsupervised
classification technique called relaxation labeling [Hummel and Zucker, 1983] to classify
the polarity of select opinion phrases. They take an iterative approach, using relaxation
labeling first to determine the polarity of the words, then again to label the polarities of
the words with respect to their targets. A third stage of relaxation labeling then is used to
assign final polarities to the words, taking into consideration the presence of other polarity
terms and negation.

5 Emotion Recognition in Speech and Dialogue

An area of research that is very closely related to identifying subjective content and that
has received a great deal of attention is the research on emotion recognition. Early re-
search in emotion recognition focused on acted emotions. However, in recent years the
focus has shifted to recognizing emotions in spontaneous speech and interactions. This
later work is the research we overview in this section.

A number of different schemes have been proposed for representing and modelling emo-
tion. Cowie and Cornelius [2003] give a good overview of the various models and tax-
onomies that have been proposed. Although some researchers propose fairly complex
categorical schemes (e.g., Craggs and Wood [2004] and Devillers et al. [2005]), it is more
common to find schemes that focus on just a few categories, for example, positive/neg-
ative/neutral (e.g., Litman and Forbes-Riley [2006], Neiberg et al. [2006], and Reidsma
et al. [2006]) or negative/non-negative (e.g., Lee et al. [2002] and Shafran et al. [2003]).
One reason for focusing on fewer rather than more emotion categories is the difficulty of
the task. The more fine-grained the set of emotion categories, the harder the categories
will be to recognize, both for human annotators and for automatic systems. In fact, even
when an emotion annotation scheme has a larger set of fine-grained categories, researchers
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often end up conflating these into positive/negative or other more general categories for
automatic classification experiments (e.g., Devillers et al. [2005]).

Researchers have applied any number of machine learning algorithms to the task of rec-
ognizing emotion, including decision trees, support vector machines, multi-layer percep-
trons, Gaussian mixture models, boosting, and k-nearest neighbor. Although this research
may suggest that certain approaches may be more useful than others for recognizing sub-
jective content, the more valuable information to glean from the emotion recognition re-
search is information about which features are the most promising. Prosodic and lexical
features have of course been used for emotion classification, but other features have been
found useful as well. For example, Devillers et al. [2005] and Forbes-Riley and Litman
[2004] have found speech disfluencies to be useful. Forbes-Riley and Litman also found
discourse information, such as the type of dialogue act in the previous turn to be informa-
tive.

6 Research in Recognizing Subjective Content in Multiparty Dia-
logue

6.1 Sentiment and Arguing Recognition

In recent work, Somasundaran et al. [2007a] developed an annotation scheme for marking
expressions of sentiment and arguing in multiparty dialogue. They also conducted experi-
ments in the automatic recognition of sentiment and arguing at both the sentence and turn
levels.

The definitions for sentiment and arguing used by Somasundaran et al. in their annotation
scheme were adapted from the attitude categories in [Wilson, 2007]. Sentiments include
emotions, evaluations, judgments, feelings and stances. Arguing is defined as arguing
for something or arguing that something is true. In the following examples (taken from
[Somasundaran et al., 2007a]), the underlined words are considered arguing expressions.

(9) We ought to get this button

(10) Clearly, we cannot afford to use speech recognition

In their scheme, sentiment and arguing are not broken down into more fine-grained posi-
tive and negative categories.

Using their annotation scheme, Somasundaran et al. annotated 7 meetings from the AMI
Meeting Corpus [Carletta et al., 2005]. Interannotator agreement ranges from 0.716 to
0.826 kappas at the turn level, and from 0.677 to 0.789 kappas at the sentence level.

To automatically recognize sentiment and arguing, Somasundaran et al. use support vec-
tor machines and perform experiments using 20-fold cross validation. The features they
use include the words in the sentence or turn, counts of words from various word lists, and
information about the flow of the discourse, represented using dialogue act and adjacency
pair features. For sentiment recognition, positive and negative word lists from the General
Inquirer [Stone et al., 1966] are used, as well as lists of strongly subjective words, weakly
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Baseline Acc Prec Recall F-measure
Arguing, turns 82.84 89.28 73.17 54.98 61.37
Arguing, sentences 85.50 90.30 73.22 51.32 59.20
Sentiment, turns 79.12 88.66 82.01 57.89 66.88
Sentiment, sentences 82.16 89.95 82.49 55.42 65.62

Table 2: Best results for sentiment and arguing classification reported by Somasundaran
et al. [2007a]

subjective words, intensifiers, and valence shifters from [Wilson et al., 2005]. For arguing
recognition, Somasundaran et al. compiled a list of arguing words and phrases through
inspection (manual and semi-automatic) of both AMI meetings and meetings from the
ICSI Meeting Corpus [Janin et al., 2003]. The dialogue acts within a sentence or turn are
also used as features, as well as dialogue act–adjacency pair chains. For dialogue acts and
adjacency pairs, they relied on manual annotations.

For both sentiment and arguing, their experiment using all the features produced the best
results, although the majority of the gains come from the lexical features. Their results
are summarised in Table 6.1. The baseline listed in the table for each experiment is the
accuracy that results from choosing the most-frequent class. Although the precision is
good, over 80% for sentiment, the difficulty of these tasks is revealed in the recall scores,
the highest of which is only 58%.

6.2 Agreement and Disagreement

Hillard et al. [2003], Galley et al. [2004], and Hahn et al. [2006] have all worked on
recognizing agreements and disagreements in multiparty conversation. Hillard et al. an-
notated the spurts4 in 7 meetings from the ICSI Meeting Corpus [Janin et al., 2003] with
one of four tags: agreement, disagreement, backchannel, and other. Frequent single-word
spurts, such as yeah and ok, were not human annotated, but rather automatically separated
out and categorized as backchannels. Hillard et al. report an inter-coder agreement 0.6
Kappa for tagging spurts with these categories. In the resulting annotations, agreements
(9%) and disagreements (6%) are in the minority.

To recognise agreements and disagreements automatically, Hillard et al. train 3-way de-
cision tree classifiers (the agreement and backchannel categories are merged) using both
word-based and prosodic features. The word-based features include the total number of
words in the spurt, the number of positive and negative keywords in the spurt, the class
(agreement, disagreement, backchannel, discourse marker, other) of the first word of the
spurt, which is determined using keywords, and the perplexity of the sequence of words in
the spurt, which is computed using bigram language models for each of the four classes.
Words with at least 5 instances and that have an effectiveness ratio > 0.6 are selected as
keywords. Hillard et al. define the effective ratio as the frequency of a word in the de-
sired class divided by the frequency of the word over all dissimilar classes combined. The
bigram language models were trained in an unsupervised fashion by bootstrapping off of

4A spurt is a period of speech by one speaker that has no pauses of greater than one-half second.
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the keywords. The prosodic features used by Hillard et al. include pause, fundamental
frequency (F0), and duration, and features are generated for both the first word in the spurt
and the spurt as a whole. In their experiments, the best classifier for hand-transcribed data
uses only the keyword features and achieves an accuracy of 82% and a recall of 87% for
combined agreements and disagreements (precision is not given). For ASR data, the best
classifier uses all the word-based features and achieves an accuracy of 71% and a recall
of 78%. Prosodic features do not perform as well as the word-based features, and when
prosodic features are combined with the word-based features, there are no performance
gains.

Galley et al. and Hahn et al. also use the data from the 7 ICSI meetings annotated by
Hillard et al. with agreements and disagreements. Galley et al. investigate whether
features capturing speaker interactions are useful for recognizing agreement/disagree-
ment. For their approach, they model the problem as a sequence tagging problem using a
Bayesian network and maximum entropy modelling to define the probability distribution
of each node in the network. In addition to features capturing speaker interactions, they
use lexical and durational features, which are similar to those used by Hillard et al. To
identify speaker interactions, Galley et al. train a maximum entropy model to recognize
adjacency pairs. In 3-way classification, Galley et al. achieve an accuracy of 86.92%,
and for 4-way classification, they report an accuracy of 84.07%. As with Hillard et al.,
the lexical features prove to be the most helpful; adding durational features and features
capturing speaker interactions gives only a slight boost to performance.

Hahn et al. investigate the use of contrast classifiers [Peng et al., 2003] for classifying
agreements/disagreements. One challenge of classifying agreements and disagreements
is the highly skewed distribution, with agreements and disagreements each making up
only a small portion of the data. Contrast classifiers discriminate between labelled and
unlabelled data for a given class. When a contrast classifier is trained for each class, only
instances from a single class in the labelled data are used, and the data distribution within
that class is modelled independently of the other classes. Because of this, a contrast
classifier will not be as highly biased toward the majority class as classifiers trained over
the imbalanced classes. The overall classifier that makes predictions in the test data is
then an ensemble of contrast classifiers. In their experiments, Hahn et al. use only word-
based features similar to those used by Hillard et al. Their best results are comparable
to those achieved by Galley et al. However, the contrast-classifier approach gives only a
slight improvement over straightforward supervised learning.

6.3 Hotspots in Meetings

Hotspots are places in a meeting in which the participants are highly involved in the
discussion. Although high involvement does not necessarily mean there will also be sub-
jective content, in practice, we expect more sentiments, opinions, and arguments to be
expressed when participants are highly involved in the discussion.

Wrede and Shriberg [2003a,b] explore the recognition of hotspots in the ICSI Meeting
Corpus. Rather than trying to define boundaries of hotspots, Wrede and Shriberg anno-
tated individual utterances in terms of speaker involvement. Four categories were used:
amusement, disagreement, other, and not particularly involved. Inter-annotator agree-
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ment for distinguishing the four categories was fairly low (0.48 kappa), with agreement
for distinguishing just between involved and not involved being somewhat higher (0.59
kappa).

In [Wrede and Shriberg, 2003a], Wrede and Shriberg explore the correlation between
involvement and a wide array of acoustic features. The features most strongly correlated
with involvement were the maximums and averages of speaker-normalised fundamental
frequency (F0). In [Wrede and Shriberg, 2003b], Wrede and Shriberg use hand-annotated
dialogue acts to predict involvement.

6.4 Subjective Dialogue Acts

The dialogue act of an utterance refers to the intention of the speaker in speaking that
particular utterance. Although dialogue act coding schemes vary, some schemes include
labels specifically for marking when the intention of the speaker is to express something
subjective. For example, the SWBD-DAMSL dialogue act coding scheme [Jurafsky et al.,
1997] specifically includes a label for Subjective Statements. Other common labels for
which we would expect the utterances marked to be subjective are Suggestion and Assess-
ment).

The ICSI Meeting Corpus [Janin et al., 2003] and the AMI Meeting Corpus [Carletta
et al., 2005] have both been annotated with dialogue acts, although the annotation schemes
used are very different. The ICSI MRDA dialogue act coding scheme [Shriberg et al.,
2004] uses a hierarchical organization of categories, with 11 general labels and 40 more
specific, sub-category labels. The ICSI MRDA tagset includes Assessment/Appreciation
and Suggestion labels. It also includes labels for which we would expect some, but not all,
of the tagged utterances to be subjective: Defending/Explanation, labels in the Responses
group (e.g., Accept, Reject, Negative Answer), and the labels in the Politeness Mechanisms
group (e.g., Sympathy, Apology).

The AMI dialogue act coding scheme is made up of a much smaller set of labels than the
ICSI MRDA scheme, only 15 labels in total. The AMI tagset also includes Suggest and
Assessment labels. In addition, it includes the Be Positive and Be Negative labels. These
tags are used to mark utterances in which the speaker’s intention is to make an individual
or the group feel more or less happy.

Although some subjective content is captured by specific dialogue act tags, other sub-
jective content is not distinguished by the very nature of the dialogue act annotations.
Dialogue acts mark the intention of the speaker. Thus, utterances in which the speaker re-
ports about someone else’s suggestions, assessments, and sentiments (e.g., sentences (1)–
(3) above) will not be marked as such, because the speaker’s intention for these utterances
is to inform. Even for the speaker, while some types of subjective content correspond to
typical dialogue act categories, other do not. Opinions, for example, may be Assessments,
but they may be found in other types of dialogue acts as well.

6.5 Recognizing Emotionally Relevant Behaviour in Meetings

Laskowski and Burger [2006] propose an annotation scheme for marking what they call
emotionally relevant behavior in the ISL Meeting Corpus [Burger et al., 2002]. Their
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Discontent expressed in an attempt to slight
Other Discontent
Attempt to amuse
Acknowledgement or backchannel
Agreement expressed to improve another’s self-esteem
Other Agreement
Confident Disagreement
Other Disagreement
Promotion of own ego
Doubt
Laughter
Proving or requesting information or opinion
Other

Table 3: Set of tags for marking emotionally relevant behavior in meetings

annotation scheme contains a total of 13 categories, which are listed in Table 6.5. To
determine which category to apply to a speaker turn, annotators follow a decision tree
with the categories making up the leaves in the tree.

In addition to the emotionally relevant behaviour categories, Laskowski and Burger also
annotate turns with more general positive, negative and neutral emotion categories. For
the more fine-grained scheme, agreement ranges from a 0.56 to 0.59 kappa. Agreement
for the three-way emotion categories is 0.67 kappa.

Neiberg et al. [2006] use the ISL Corpus and the positive, negative, and neutral annota-
tions in their emotion recognition experiments. For their experiments they use acoustic-
prosodic features, specifically Mel-frequency Cepstral Coefficients (MFCCs) and pitch
features, and lexical n-grams. Neiberg et al. report their highest accuracy for the exper-
iment that uses all the features, however the highest recalls (0.57 average) are actually
obtained using just the n-gram features.

6.6 Emotion Annotation of Meetings

Reidsma et al. [2006] and Jaimes et al. [2005] have also performed emotion annotation
of meeting data. Reidsma et al. annotate the AMI Corpus by first having annotators
segment the video of a person at the points where they perceive changes in the mental
state of the person in the video. Once a meeting segment has been identified, the annotator
characterises the segment in terms of its emotional polarity and intensity. The annotator
may also choose to characterize the segment using one of fifteen mental-state labels, e.g.,
surprised, distracted, or amused.

Jaimes et al. Jaimes et al. [2005] experiment with labelling meeting videos in terms of
polarity and intensity of emotion using continuous-scale labelling in real-time. They then
investigate the relationship between the manual annotations and automatically extracted
audio-visual features. Although their results are preliminary, they suggest correlations
between posture changes and intensity of emotion in the meeting, and pitch and polarity
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of emotion.

7 AMIDA Scheme for Annotating Subjective Content in Meetings

Developing an annotation scheme for marking subjective content in meetings involves
making several decisions. First, what type of subjective content would be most valuable to
mark? To answer this question, it is important to consider the goals of the end application.
Ideally, a meeting assistant would be able to extract and summarise information such as
who supported or opposed a particular decision and what were the pros and cons behind
a certain idea. To extract this kind of information the system will need to be able to
identify positive and negative opinions, evaluations, and emotions, as well as agreements
and disagreements. Although other types of subjectivity may also be informative, those
listed above are the most important for our purposes. The meeting assistant will need
to be able to differentiate between opinions belonging to the speaker and opinions being
reported by the speaker that are attributed to someone else. Also important are the targets
of opinions.

The next question to consider is what granularity of subjectivity annotation is most ap-
propriate. Are expression-level annotations needed or would larger units such as turns be
a better choice to annotate? The more fine-grained the annotations are, the better the sub-
jective content is pinpointed. However, the more fine-grained and detailed the annotations
are, the more time consuming they are to produce. Is it important or even feasible to mark
the spans that refer to the sources and targets of opinions? Or, should source and target
information just be captured as attributes on the subjectivity annotations? After exploring
the meeting data and considering different levels of annotation, utterance-level annota-
tions were decided on. For these annotations, utterance is defined loosely. An utterance
may be a single phrase or expression, but whenever possible it is a sentence or proposition
with the source and target of the subjectivity included in the span that is marked. Sources
and targets are then marked as attributes of the subjectivity annotations.

In the first section below, we give an overview of the AMIDA annotation scheme. In de-
veloping the scheme, we adapted concepts from the MPQA Annotation Scheme [Wiebe
et al., 2005, Wilson, 2007] to fit our research goals and to take into account the differ-
ent nature of multiparty conversation. Recall that the MPQA Scheme was developed for
annotating news articles. In Section 7.2, we report the results of an inter-annotator agree-
ment study conducted to evaluate the reliability of the annotations.

7.1 Annotation Scheme

There are three main categories of annotations in the AMIDA scheme: subjective utter-
ances, objective polar utterances, and subjective questions. Table 7.1 lists the annotation
types in each category. The three main categories and the specific types of annotations in
each category are described in more detail below.

Page 18 of 31



7 AMIDA SCHEME FOR ANNOTATING SUBJECTIVE CONTENT IN MEETINGS

Subjective Utterances
positive subjective
negative subjective
positive and negative subjective
uncertainty
other subjective
subjective fragment
Objective Polar Utterances
positive objective
negative objective
Subjective Questions
positive subjective question
negative subjective question
general subjective question

Table 4: AMIDA Subjectivity Annotation Types

7.1.1 Subjective Utterances

Formally defined, a subjective utterance is one in which a private state [Wiebe, 1990,
1994] is being expressed. At the minimum, a subjective utterance annotation spans the
words and phrases being used to express the private state (either through word choice or
prosody). However, if the source and/or target of the private state are referenced, they are
also included in the span captured by the annotation.

The positive subjective annotation type is used to mark utterances expressing the follow-
ing types of private states:

• positive sentiments (emotions, evaluations, and judgments)

• positive suggestions from which a positive sentiment can be inferred

• arguing for something

• beliefs from which a positive sentiment can be inferred

• agreements

• positive responses to subjective questions

Below are a few examples of various positive subjective annotations. The span of speech
marked for each positive subjective annotation is in angle brackets.

(11) And the other thing was that 〈the company want the corporate colour and
slogan to be implemented in the new design〉.
(12) So, like, 〈I wonder if we might add something new to the to the remote
control market, such as the lighting in your house〉, or
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(13) Um 〈so I believe the the advanced functions should maybe be hidden in
a drawer, or something like tha from the bottom of it〉.
(14)
A: Maybe like a touch screen or something
B: 〈Something like that, yeah〉
(15)
B: Right, so do you think that should be like a main design aim of our remote
control d you know, do your your satellite and your regular telly and your
VCR and everything?
D: 〈I think so〉. 〈Yeah, yeah〉.

The various negative private states included in the negative subjective annotation type are
the opposite of the positive private states included in the positive subjective category:

• negative sentiments (emotions, evaluations, and judgments)

• negative suggestions from which a negative sentiment can be inferred

• arguing against something

• beliefs from which a negative sentiment can be inferred

• disagreements

• negative responses to subjective questions

Below are a few examples of negative subjective annotations.

(16) 〈Finding them is really a pain, you know〉.
(17) Um 〈people uh additionally aren’t aren’t liking the appearance of their
products〉
(18) Um I I haven’t brought out one specific marketing idea, although my
sense is that what we should try and think about is what are the current trends
in materials and shapes and styles, and then use that. 〈But not let that confine
us technologically〉.

The positive and negative subjective annotation type is for use in marking utterances
where the positive and negative subjectivity cannot be clearly delineated. This happens
with certain words and phrases that are inherently both positive and negative, for example,
the word bittersweet. This can also happen when the grammatical structure makes it
difficult to separate the positive and negative subjectivity into two utterances that clearly
capture both the positive and the negative. There is an example of this in the the sentence
below.

(19) Um 〈they’ve also suggested that we um we only use the remote control
to control the television, not the VCR, DVD or anything else〉.

Page 20 of 31



7 AMIDA SCHEME FOR ANNOTATING SUBJECTIVE CONTENT IN MEETINGS

The uncertainty and other subjective annotation types are included to capture utterances
where other major types of private states are being expressed, even if those types are not
the focus at this time. If these types of subjectivity are omitted, it would create a poten-
tial source of noise when it comes to recognizing automatically the types of subjectivity
we are most interested in. This is also the reasoning for including the subjective frag-
ment annotation type. Subjective fragments rarely have discernible content, but they are
recognisably subjective and thus may be useful for learning subjective language.

7.1.2 Objective Polar Utterances

Objective polar utterances are statements or phrases that describe positive or negative
factual information about something without conveying a private state. The sentence The
camera broke the first time I used it gives an example of negative factual information;
generally, something breaking the first time it is used is not good. An example of a
sentence with positive factual information is The camera lasted for several years past its
warranty.

Positive and negative factual information will often be part of an utterance that is subjec-
tive overall, either because of the way in which it is said (e.g., in an angry tone of voice)
or because of the greater context. In such cases, the positive or negative factual informa-
tion is not annotated. However, when positive or negative factual information is presented
objectively, as in the following examples, it is marked as an objective polar utterance.

(20) Nobody uses teletext very much anymore (negative objective)
(21) Adults at least would pay more for voice recognition (positive objective)

Although objective polar utterances by definition are not subjective, they do contain posi-
tive and negative information that may be of interest to someone searching for sentiments
and opinions in meeting data.

7.1.3 Subjective Questions

Subjective questions are questions where the speaker is eliciting the private state of some-
one else. In other words, the speaker is asking about what someone else thinks, feels,
wants, likes, etc., and the speaker is expecting a response in which the other person ex-
presses what he or she thinks, feels, wants, or likes. A subjective question may be a
yes/no question, as in example (22) below, or it may be a more open-ended question, as
in example (23).

(22) Do you like the large buttons?
(23) What do you think about the large buttons?

There are three types of subjective question annotations: positive subjective question,
negative subjective question, and general subjective questions. Positive and negative sub-
jective questions specifically are trying to elicit the positive or negative private state of
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someone else. For example, (22) above is a positive subjective question. General sub-
jective questions are not slanted toward asking about a positive or negative private state.
Question (23) above is an example of a general subjective question.

Subjective question are included in the annotation scheme for two reasons. First, because
they use much of the same types of terminology that are used in subjective utterances
(e.g., “like” and “think” in the examples above), they will be a source of noise when it
comes to the automatic recognition of subjective content. Second, recognizing subjective
questions may be important for identifying subjective utterances, because a subjective
utterance is the expected response to a subjective question.

7.1.4 Sources

Each subjective utterance and objective polar utterance is marked with its source, who the
private state or the objective information is attributed to. Below are the types of sources
that can be marked on an annotation.

• Speaker

• Specific external entity (e.g., the company, speaker’s parents, UNICEF)

• General external entity (e.g., people, the man on the street)

• Other meeting participant

• Speaker speaking for group

7.1.5 Targets

Each subjective utterance and objective polar utterance is also marked with its target. In
this annotation scheme, targets capture generally what the private state or the objective
polar information is about.

• Remote design

• Remote design project

• Meeting Project

• Meeting

• Previous statement/idea

• Following statement/idea

• Speaker-self

• Other
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The remote design, remote design project, and meeting project target types are task spe-
cific. In the meetings that are annotated, the participants play the part of a design team
developing a new television remote control. Subjectivity expressed specifically about the
design of the remote or remote controls in general is marked with the remote design target;
subjectivity about other aspects of the project are marked with the remote design project
target. At the end of the meetings in the scenario, the participants are asked to give a
meta-evaluation of their meeting experience. These subjective expressions are marked
with the meeting project target. The Meeting target type is used when subjectivity is ex-
pressed about the activity or the progress of the meeting itself. Subjectivity may also be
marked as being about a previous statement or idea or about a following statement or
idea. Finally, subjectivity may be self-directed (speaker-self).

7.2 Agreement Study

To evaluate whether the subjectivity annotations described above can be annotated reli-
ably, two annotators independently annotated two meetings from the AMI corpus. Al-
though annotations are marked on the meeting transcript, annotators were instructed to
listen to the meeting audio and to view the meeting videos as part of the annotation pro-
cess.

Because the annotators were choosing which spans to annotate rather than marking a
fixed set of units, evaluating how well the two annotators agree is not straightforward.
One possibility is to calculate precision and recall with respect to each annotator’s tags.
However, we found that only a small percentage of the subjectivity annotations marked
by each annotator (13% for annotator A, and 27% for annotator B) actually cross dialogue
act segment boundaries. Thus, we decided to measure agreement based on the dialogue
act segments already marked in the corpus. This gives us the same set of units for each
annotator, making for much easier calculation of agreement.

Because it is possible for a dialogue act segment to contain more than one subjectivity
annotation, we measure agreement for each annotation type separately. Table 7.2 shows
the agreement measured in terms of Kappa [Cohen, 1960] and percent agreement for the
1889 dialogue act segments marked in the two meetings used in the study. Agreement
for whether a segment contains a subjective utterance is 0.56 kappa. The annotators have
similar agreement for positive subjective utterances and subjective questions. Interest-
ingly, agreement for whether a segment contains a negative subjective utterance is higher,
0.62 kappa, suggesting that negative subjectivity is easier to recognise, or at least less am-
biguous, than positive subjectivity. Hypothesising that some of the disagreement might be
due to confusion between the positive/negative subjective categories and the positive/neg-
ative objective categories, we also calculated agreement after conflating the two positive
categories and the two negative categories. Although this did not lead to improved agree-
ment for recognizing the combined positive categories, it did improve agreement for the
combined negative categories, indicating that there is some confusion between negative
subjective and negative objective utterances.
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Kappa % Agreement
Subjective Utterances (excluding fragments) 0.56 79
Positive Subjective 0.58 84
Negative Subjective 0.62 92
Positive Subjective + Positive Objective 0.58 83
Negative Subjective + Negative Objective 0.68 93
Subjective Question 0.56 95

Table 5: Interannotator agreement for the AMIDA subjectivity annotations
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1 Introduction

Discourse is the deliberation process of what can be said about a specific topic. In common terms, it
has been described in wikipedia as follows:

Discourse is communication that goes back and forth (from the Latin, discursus, "running
to and fro"), such as debate or argument. (c.f., wikipedia, as of 2007 1)

Discourse prevails in our daily communication across widely ranging mediums such as written and
spoken language. Regardless of the communication medium in use, our cognitive system can perform
discourse segmentation effectively. This involves grouping coherent sequences of successive units
(e.g., sentences, speech acts, or speaker turns) into discourse segments, each encompassing meanings
beyond what is literally expressed in the individual units. Examples of our capacity to discourse
segmentation are that we are able to interpret referring expressions, such as definite descriptions and
pronouns, and resolve ellipsis. Also, we are good at summarising the gist of a particular segment and
referring back to the relevant segment later.

In previous work of conversational discourse research, discourse segments are determined either from
its informational content or by its intentional coherence. The former is done by grouping successive
conversational units that are similar in the semantic focus of their expressions (that is, “what have been
said”) [33], or in the relations that link those units to each other, such as rhetorical predicates [27],
coherence relations [37, 57], and conjunctive relations [33]. The latter is done by grouping units with
similar expression styles (that is, “how the speaker expresses it”)2, or more generally, the underlying
meaning and implicature of these successive units as a whole (that is, “what does the speaker imply
when saying it”) [25].

In fact, informationally and intentionally coherent segments are often posited as isomorphic, for ex-
ample, in the hierarchical intention structure proposed in [30]. [53] have further provided empirical
evidences on how most of the successive units that are intentionally similar are also informationally
coherent.3 Our cognitive system constantly monitors the phenomenon of informational coherence
and that of intentional coherence in discourse – depending on the medium and the application, the
system may choose to attend to one or both – to group successive units into discourse segments.

With respect to the different notions of discourse coherence, previous work has attempted different
ways to determine discourse segments. On the one hand, informationally coherent conversational
units have been captured by rendering inference-based formal methods (e.g. abduction) across propo-
sitional content in the discourse [55, 38]. These methods usually work as follows: Two adjacent units
of discourse are considered at a time. If there exist a coherence relation (e.g., cause-effect, violated
expectation, condition, similarity, contrast, elaboration, attribution, temporal sequence) [45, 71] be-
tween the situations described by the two units, then the two units can be concatenated as a coherent
segment of discourse. Applying this algorithm successively to the whole discourse will result in a tree

1http://en.wikipedia.org/wiki/Discourse
2In [25]’s theory, we all have a “repertoire” we use to indicate different meanings. For example, I may always use the

same gesture to let you know that I know what to do.
3[53] examined 183 sentences from general-interest magazines such as Reader’s Digest. Despite that being informa-

tionally coherent (in this case, semantically cohesive) does not necessary translate to being intentionally coherent and,
in converse, being intentionally coherent does not necessarily translate to being informationally coherent, most of the
informationally coherent segments and intentionally coherent ones do correspond to each other.
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structure for this discourse. However, the inference-based methods often assume the existence of full-
fledged knowledge bases and, as a result, have problems with scalability. Therefore, past research has
also explored other measures of informational coherence, for instance, semantic cohesiveness (i.e., a
device that carries unity over text-like string representations of conversation) [53].

On the other hand, intentionally coherent segments have been determined through deriving discourse
structure from its pragmatic context. Various theoretical models of discourse structure, for exam-
ple, those based on individual-based speech acts [62, 26, 30] and on collaborative plans [63, 29], have
been proposed. To understand the pragmatic characteristics of intentionally coherent successive units,
empirical studies have been also conducted to analyze dialogue context in terms of both verbal fea-
tures, e.g., discourse connectives [49, 4, 43], and non-verbal features, e.g., turn-taking cue [61, 47],
acoustics (pitch range, contour, timing, energy level) [28], intonation pattern and speech rate [64],
hand gesture, eye gaze, and head nod [13].

However, the theoretical and empirical studies on discourse coherence have focused more on the cov-
erage of linguistic phenomenon rather than the computability of the proposed models and features.
More recently, researchers have attempted to develop an automatic machinery to find discourse seg-
ment boundaries. A majority of works draw on the lexically cohesive characteristics of the segments
to find informationally coherent segments. One successful approach is to view discourse segmenta-
tion as a time series problem amenable to signal processing. For example, TextTiling, an unsupervised
lexical approach proposed by [35], looks for significant patterns in a quasi-temporal representation
of the successive text units, and finds significantly disruptive patterns (i.e., where lexical cohesion
scores change noticeably) that indicate a topic shift. [65] have extended the TextTiling approach to
hypothesize segments in broadcast news.

Many other approaches view discourse segmentation as a dimension deduction problem similar to
multinomial principal component analysis (PCA). On this front, variants of clustering algorithms have
been proposed to group lexically similar units. In particular, Latent Semantic Analysis (LSA) [18],
probabilistic Latent Semantic Analysis (pLSA) [39], and, more recently, Latent Dirichlet Allocation
(LDA) [6] have been proposed to map lexical units to their associated semantic groups (a.k.a. topics).
The representation of a discourse is then divided into major segments with respect to the semantic
group features of these successive lexical units.

In practice, segmentation optimization can be achieved by using graph-cutting techniques to find
segmentation that minimises inter-partition similarity without compromising intra-partition similar-
ity [60, 58, 15, 69]. The graph-based techniques have been further attempted on hierarchical topic
detection (HTD). It aims at organizing an unstructured news collection in a directed acyclic graph
(DAG) structure, reflecting the topics discussed. (For more details, please refer to the report of the
hierarchical topic detection task of TDT 2004 and [67].)

Segmentation optimization can also be achieved by applying the Hidden Markov model (HMM) and
its variants (e.g., aspect HMM (AHMM)). The HMM-based framework consists of two major steps.
First, k topic models (i.e., semantic groups) are constructed from large corpus (such as Wall Street
Journal articles and CNN transcribed broadcasts), each model T ( j), 1 ≤ k, referring to a smoothed
language model of one semantically similar group found by some automatic clustering technique
(e.g., K-means). Then, with respect to each of the identified k topic models, the probability of a given
discourse unit being generated by this topic model is calculated. The topic of the highest probability
will then be selected as the topic label (i.e. semantic group feature) of the unit. The observation of a
discourse unit is considered as a collection of L mutually independent words that are generated by a
topic model zt . More formally, ot = wt,1,wt,2,wt,3, ...wt,L. The emission probability can be computed
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as follows:

P(ot |z) =
L

∏
n=1

P(wi|z) (1)

Transition probabilities among the topics and the self-loop probability are also calculated. Based on
these probabilities, a search for the optimal segmentation will then be found by placing boundaries
around where the associated topic of the current unit is different from that of the next unit [70, 5].
Various limitations of this supervised generative approach have been recognized. In particular, it re-
quires sufficient labelled data for training representative topic models; the topics of a to-be-segmented
discourse also have to fall within the range of the k topics which have associated models.

Finally, the machine learning approach has been further extended to combine cues that are central to
the recognition of intentions and topical contents. Unlike previous works that use generative models,
the intention-based segmentation works train discriminative models. Typically, in this framework the
task is decomposed as a series of binary decisions: for each possible segment boundary site (i.e.,
the end of each discourse unit), the system extract the context of the site X . Given X , a pre-trained
model q(y|X) is then used to classify this site into a boundary class y, where y ∈ Y ES,NO. q can
be learned from training data as a decision tree, i.e., a set of decision rules. For example, [28] and
[49] have trained a decision tree to perform classification in spoken narratives, with respect to the
acoustic contexts in discourse. q can also be a exponential model, i.e., a decision function which
is parameterized by a set of weights for features in the context representation. [4] and [16] have
achieved success on segmenting broadcast news by training exponential models with features that
characterize both the information and the intentional coherence. The context X of each discourse unit
is represented as a combination of these features, including the occurrence counts of topical words,
that of discourse connectives in a neighbouring window, and the duration of pause.

2 Meeting Corpus

Spontaneous face-to-face dialogues in meetings violate many assumptions made by techniques pre-
viously developed for broadcast news (e.g., TDT and TRECVID), telephone conversations (e.g.,
Switchboard) [24] , and human-computer dialogues (e.g., DARPA Communicator) [20] . In order
to develop techniques for understanding multiparty dialogues, smart meeting rooms have been built
at several institutes to record large corpora of meetings in natural contexts, including ISL [8]4, CHIL
(“Computers in the Human Interaction Loop”), LDC [17], NIST [22], ICSI [44], and in the context of
the IM2/M4 project [51]. More recently, scenario-based meetings, in which participants are assigned
to different roles and given specific tasks, have been recorded in the context of the CALO (“Cognitive
Agent that Learns and Organizes”) project (the Y2 Scenario Data) [9] and the AMI (“Augmented
Multiparty Interaction”) project [11].

the ICSI meeting corpus and the AMI meeting corpus, among the others, are the two corpora that con-
tain discourse segmentation annotations. The ICSI meeting corpus (LDC2004S02) consists of the au-
dio recording of seventy-five natural meetings in ICSI research groups. These meetings were recorded
using close-talking far field head-mounted microphones and four desktop PZM microphones. The
corpus includes manual orthographic transcriptions of all 75 meetings.

The AMI meeting corpus consists of the audio-video recordings of 173 meetings collected across

4The ISL Meeting Corpus contains 112 meetings collected at the Interactive Systems Laboratories at CMU during
the years 2000-2001. The recorded meetings were either natural meetings, or artificial meetings, which were designed
explicitly for the purposes of data collection but still had real topics and tasks. The duration of the meetings in this corpus
ranges from eight to 64 minutes and averages at 34 minutes.
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three sites, IDIAP, U of Edinburgh and TNO. This corpus also includes high quality, manually pro-
duced orthographic transcription for each individual speaker. It is different from the ICSI meeting
corpus in several aspects. First, while all of the ICSI meetings are natural group meetings where
participants needed to meet in real world, only 33 meetings of the AMI meetings are natural ones.
Approximately two-thirds of AMI meetings (140 out of 173) are driven by a scenario, wherein four
participants play the role of the project manager, marketing expert, industrial designer, and user in-
terface designer in a design team, taking a design project from kick-off to completion. Second, in
addition to audio recordings, the AMI meetings also come with video recordings recorded by individ-
ual and room-view video cameras, slides from a slide projector, the note-taking pen inputs, and input
from an electronic whiteboard.

2.1 Structural Discourse Segmentation Annotation

One third of the ICSI meeting corpus (25 out of 75) comes with annotations of discourse segmen-
tation.5 The AMI project team have also produced discourse segmentation annotations for both the
whole ICSI and AMI corpus. In these annotations, topic segmentation is used as a covering term of
discourse segmentation, without differentiating information and intentional coherence. Annotators
have the freedom to mark a topic as subordinated6 wherever appropriate. Three human annotators
used a tailored tool to perform topic segmentation in which they could choose to decompose a topic
into subtopics, with at most three levels in the resulting hierarchy.

As it is expected that the preferred segmentation algorithm for predicting segment boundaries at
different levels of granularity would be different, this research flattens the subtopic structure and
consider only two levels of segmentation–top-level topics (TOP) and all subtopics (ALL). The top
level of the structure signals either major topic shifts in discourse structure or serious abruption of
the ongoing discussions. The second level of the structure signifies either a temporary digression or a
discussion that is more focused on one aspect of the current major topic. Basic statistics of the topic
segmentation annotations are reported in Table1. Compared to the ICSI corpus, the segmentation
structure of the AMI corpus is much more shallower, with smaller difference between the number of
TOP segments and that of ALL segments.

Take the topic segmentation annotation of a 60 minute meeting Bed003 in the ICSI corpus for ex-
ample. In this meeting, the research team are discussing about the planning of an automatic speech
recognition project. Four major topics, from “opening” to “general discourse features for higher
layers” to “how to proceed” to “closing”. Depending on the complexity, each topic can be further
divided into a number of subtopics. For instance, “how to proceed” can be subdivided to 4 subtopic
segments, “segmenting off regions of features”, “ad-hoc probabilities”, “data collection” and “exper-
imental setup”.

Average TOP ALL Length
ICSI 6.96 17.2 40 mins
AMI 7.67 13.65 28 mins

Table 1: Basic statistics of discourse segmentation annotations in the ICSI and the AMI corpus.

Previous works have examined the reliability of human discourse segmentation annotations. [50]
have reported that human annotators mostly agree with each other in the text segment boundaries

5In this annotation, Michel Galley et al.[21] have gathered together the majority codings from at least three coders per
observation.

6In the AMI annotation, the subordinated topics can go down to two levels, while in the ICSI annotation, they can only
go down to one.
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they chose despite a margin of a few utterances. [54] have demonstrated the level of reliability of
human segmentation annotations in spoken narratives is within a reasonable range.7

To establish reliability of the annotation procedures used for segmenting the meeting corpora, kappa
statistics [10] have been calculated as a measurement of the agreement between the annotations of
each pair of coders. We also reported on the overall segmentation error rate, Pk and WD. Pk [4] is the
probability that two utterances drawn randomly from a document (in our case, a meeting transcript)
are incorrectly identified as belonging to the same topic segment. WindowDiff (Wd) [56] calculates
the error rate by moving a sliding window across the meeting transcript counting the number of times
the hypothesized and reference segment boundaries are different.

Table 2 shows the average kappa statistics of the three pairs of coders on the top-level and sub-level
segmentation respectively. [31] have reported kappa (pk/wd) of 0.41 (0.28/0.34) for determining
the top-level and 0.45(0.27/0.35) for the sub-level segments in the ICSI meeting corpus. [42] have
reported that the human annotators have achieved κ = 0.79 agreement on the TOP segment boundaries
and κ = 0.73 agreement on the ALL segment boundaries. Do the kappa values shown here indicate
reliable intercoder agreement? In computational linguistics, kappa values over 0.67 point to reliable
intercoder agreement. But [19] have found that such interpretation does not hold true for all tasks.
However, the low disagreement rate among codings in terms of the PK and WD scores can be used to
argue for the reliability of the annotation procedure used in these studies.

Intercoder Kappa PK WD
ICSI(TOP) 0.41 0.28 0.23
ICSI(SUB) 0.45 0.27 0.35
AMI (TOP) 0.66 0.11 0.17
AMI (SUB) 0.59 0.23 0.28

Table 2: Intercoder agreement of annotations at the top-Level (TOP) and sub-Level (SUB) segments.

A complete manual topic segmentation has been annotated for the ICSI meeting corpus and the AMI
meeting corpus. In the ICSI corpus, topic labels were essentially free format. Annotators were asked
to provide a free text label for each topic segment; they were encouraged to use keywords drawn from
the transcription in these labels. However, to impose some level of consistency, some standard labels
are also provided for annotating the off-topic discussions, such as “opening” and “chitchat”.

As for those AMI meetings that are scenario-driven, annotators are expected to find that most of the
topics do recur. Therefore, they are given a standard set of topic descriptions that can be used as labels
for each identified topic segment. Annotators will only add a new label if they cannot find a match in
the standard set. The standard set of topic descriptions has been divided to three categories:

• Top segments refer to topics whose content largely reflects the meeting structure (e.g, presenta-
tion, discussion, evaluation, drawing exercise) and the key issues of the design task (e.g., project
specs, user target group).

• ALL segments refer to parts of the top-level topics (e.g., project budget, look and usability,
trend watching, components, materials and energy sources).

• Functional segments are those parts of the meeting that refer to either the varying process and
flow of the meeting (e.g., opening, closing, agenda/equipment issues), or are simply irrelevant
(e.g., chitchat).

7Seven annotators worked on segmenting the corpus, which consists of 20 narratives monologues about the same
movie, taken from [14].
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In addition to the manual transcriptions, these meeting corpora also come with ASR transcriptions.
The ASR transcriptions were produced by [32], with an average WER of roughly 30%. The system
used a vocabulary of 50,000 words, together with a trigram language model trained on a combination
of in-domain meeting data, related texts found by web search, conversational telephone speech (CTS)
transcripts and broadcast news transcripts (about 109 words in total), resulting in a test-set perplexity
of about 80. The acoustic models comprised a set of context-dependent hidden Markov models, using
gaussian mixture model output distributions. These were initially trained on CTS acoustic training
data, and were adapted to the ICSI meetings domain using maximum a posteriori (MAP) adaptation.
Further adaptation to individual speakers was achieved using vocal tract length normalisation and
maximum likelihood linear regression. A four-fold cross-validation technique was employed: four
recognizers were trained, with each employing 75% of the meetings as acoustic and language model
training data, and then used to recognise the remaining 25% of the meetings.

3 Evaluation Metrics

3.1 Automatic Discourse Segmentation

To evaluate the performance of segmentation models, various metrics have been proposed in the field
of text segmentation. The most typical example is accuracy. Previous work has shown that when
class distributions display a high level of entropy, i.e. P(ci | T ) ≈ P(c j | T ), i 6= j for any two classes
c and training data T , accuracy is an acceptable measure of quality for a classifier. But when class
distributions are highly skewed, recall, precision and harmonic means of these like the Fβ-score are
better measures.

In fact, discourse segmentation is a typically class-imbalanced task. The number of linguistic units
on which segmentation is based (like sentences) typically by far exceeds the number of actual topics.
Consequently, optimizing a classifier for accuracy would automatically favor a majority classifier that
labels all sentences as not initiating a new segment. Optimization for the classical notions of recall and
precision would not work well here either: for instance, a discourse segmenter that always predicts a
segment boundary close but not exactly corresponding to the ground truth prediction would produce
zero recall and precision, while its performance can actually be quite good.

In respond to this problem, Pk and Wd were designed to overcome the limitations inherent in the use
of precision and recall for discourse segmentation. [4] has defined the Pk measure as the probability
that a randomly drawn pair of utterances are incorrectly predicted as coming from the same segment.
Also, [56] have analyzed several weaknesses of the Pk measure and proposed an adapted metric
WindowDiff (Wd). Wd is computed as the probability that the number of hypothesized and reference
segment boundaries in a given window frame are different.

However, these specific measures like Pk and WindowDiff ([?]) compute recall and precision in a
fixed-size window to alleviate this problem, but they do not penalize false negatives and false positives
in the same way. For topic segmentation, false negatives probably should be treated on a par with
false positives, to avoid undersegmentation. Recently, [23] proposed a new, cost-based metric called
Prerror:

Prerror = Cmiss ·Prmiss +C f a ·Pr f a (2)

Here, Cmiss and C f a are cost terms for false negatives and false alarms; Prmiss is the probability that
a predicted segmentation contains less boundaries than the ground truth segmentation in a certain
interval of linguistic units (like words); Pr f a denotes the probability that the predicted segmentation
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in a given interval contains less boundaries than the ground truth segmentation. We refer the reader
to [?] for further details and the exact computation of these probabilities.

3.2 Automatic Discourse Labelling

To evaluate the automatically generated labels against reference labels in the meeting corpus, rele-
vant candidate metrics can be found in the fields of “story boundary detection” studied in TDT [66],
TRECVID [46], and summarization studied in DUC [34]. Since the discourse segmentation annota-
tors of some of the meeting corpus (e.g., the ICSI corpus) are free in their choice of keywords for
topic labels, automatic evaluation of topic label assignment is difficult nad has not been attempted.
For those meeting corpus (e.g., the AMI meeting corpus) that have their discourse labels selected
from a predetermind set, overall classification accuracy is calculated as f-score (F1) to evaluate the
performance of discourse labelling components [41]. We loop over each discourse segment in the
standardized set. For each label in a predertermined set, precision is then computed as the total num-
ber of the discourse segments that have been assigned correct labels divided by the total number of
discourse segments in the groud truth data; Recall is computed as the total number of the discourse
segments that have been assigned correct labels divided by the number of segments that have been
hypothesized as this label. A psuedo algorithm is given as below.

1. Loop(1) over each topic in the predetermined set

2. recall= total number of segments that have been assigned correctly to this topic/ total number
of reference segments of this topic

3. precision= total number of segments that have been assigned correctly to this topic/total number
of segments hypothesized as this topic

4. End Loop(2)

4 Recognition of Discourse Segments in Meetings

The problem of how to divide unstructured meeting speech into a number of locally coherent segments
is important for two reasons: First, empirical analysis has shown that annotating transcripts with
semantic information (e.g., topics) enables users to browse and find information from multimedia
archives more efficiently [2]. Second, because the automatically generated segments make up for
the lack of explicit orthographic cues (e.g., story and paragraph breaks) in conversational speech,
dialogue segmentation is useful in many spoken language understanding tasks, including anaphora
resolution [30], information retrieval (e.g., as input for the TREC Spoken Document Retrieval (SDR)
task), and summarization [72].

As mentioned in Section 1, previous works have adopted three major approaches to tackle the problem
of discourse segmentation: lexical-cohesion based approaches, topic modelling approaches, and su-
pervised learning approaches. The first two can be operated in an unsupervised fashion. In the field of
meeting discourse segmentation, [21] have extended the lexical cohesion-based TextTiling approach
(named as LCSeg), and [59] have adapted the topic modelling approach to combine different topics
so as to make this approach generalize well to segment meetings.

[21] has also applied the supervised learning approach to combine the outputs from LCSeg, which
indicate information coherence, and other conversational features, which indicate speaker intentions.
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Results have shown that the latter approach which trains a segmentation model with features that
are extracted from knowledge sources beyond words, such as speaker interaction (e.g., overlap rate,
pause, and speaker change) can outperform LCSeg. In addition, [3] have also pointed out that, when
participant behaviours, e.g., note taking cues, are aggregated into the segmentation model, the perfor-
mance can be further improved.

[41] have extended the supervised learning work in two ways: First, to understand whether there
exists a difference in the preferred approach for predicting topic segmentation at different levels of
granularity, it applied approaches that have been proposed for predicting granular-level topic shifts to
the problem of identifying segments at a finer level. Second, as perfect human transcripts are always
available, it has explored the impact on performance of using ASR output as opposed to human
transcription.

The examination of the effect of features on performance shows that predicting top-level and pre-
dicting subtopic boundaries are two distinct tasks: (1) the lexical cohesion-based approach alone can
capture the finer-level topic shifts, (2) the supervised learning approach, which combines lexical co-
hesion and intention-indicative features, performs better on predicting granular-level segments than
on finer-level ones, and (3) applying feature selection, such as filtering cue phrase features with sta-
tistical metrics, can improve the performance of (2) on predicting finer-level segments by 10.46%.
The examination of the effect of ASR transcripts has shown that despite the inevitable errors in ASR
transcriptions, the preferred approach for predicting granular-level and finer-level segments does not
change.

The experiments of [21] and [41] are both run on the ICSI corpus (LDC2004S02) [44]. [40] have
applied these approaches on the AMI corpus [12]. However, results have shown that LCSeg is less
successful in identifying “agenda-based conversation segments” (e.g., presentation, group discus-
sion) in the AMI meetings. This is not surprising since LCSeg considers only lexical cohesion, and
agenda-based segments are typically signalled more by intentional coherence than by informational
coherence.

In many other researches which consider segmentation, a variety of features have been identified as
indicative of segment boundaries in different types of recorded speech. For example, [7] have shown
that a discourse segment often starts with relatively high pitched sounds and ends with sounds of pitch
within a more compressed range. [54] have identified that topic shifts often occur after a pause of
relatively long duration. Other prosodic cues (e.g., pitch contour, energy) have been studied for their
correlation with story segments in read speech [68, 48, 16] and with theory-based discourse segments
in spontaneous speech (e.g., direction-given monologue) [36]. In addition head and hand/forearm
movements are used to detect group-action based segments [52, 1].

Therefore, [40] have further extended previous work to combine more features that can be extracted
from dialogue contexts and multimedia inputs. Results have improved on previous work by 8.8%
for granular-level segmentation and 5.4% for finer-level segmentation. Analysis of the effectiveness
of the various features shows that lexical features (i.e., cue words) are the most essential feature
class to be combined into the segmentation model. However, lexical features must be combined with
other features, in particular, conversational features (i.e., overlap, pause, speaker activity change), to
train well performing models. Furthermore, the multimodal features are essential to achieve good
performance of a combined model. This is mainly because (1) the presence of the non-verbal features
in the model can balance the tendency of models trained with lexical cues alone to over-predict, and
(2) there is an interaction effect between these non-verbal features.
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5 Application

The application needs of meeting speech segmentation is two-fold: On the one hand, the recognized
discourse segments in meeting discourse form a quasi-summary for what have been transpired in a
meeting and, in turn, provide the right level of details for users to interpret what the interlocutors are
talking about in a meeting. Imagine the scenario that an industrial designer has missed a meeting
and wanted to review the design team’s discussion about the target user group. If the system can
provide a discourse segment structure as shown in Figure 1, the users can then efficiently locate
relevant information they are looking for (in this case, the segment about “target user group”) from
the list of segments. As evidenced in [2], discourse information does enable users to browse and
find information from a meeting archive more efficiently. Moreover, when a recorded meeting has
to be displayed on a mobile device, the recognised discourse segments can be used to construct an
easy-to-grasp, thumb-nail view of the meeting. In short, discourse segmentation recognition has great
potentials to enhance the current user interaction scheme of browsing and search.

On the other hand, discourse segment recognition benefits the development of other downstream
meeting understanding applications. These applications include anaphora resolution [30], information
retrieval (e.g., as input for the TREC Spoken Document Retrieval (SDR) task), summarization [72],
and question answering. Take the application that needs to recover information for user queries for
example, the recognized discourse segments can be used to guide the search of answer candidates
toward those segments that are of topical relevance to the queries; the topical focuses of these seg-
ments can also serve as a means to rank the relevance of a list of answer candidates. The benefits
of discourse segmentation on these applications would be even more evident when these applications
have to be operated in an unfamiliar domain or in a foreign language environment.

6 Conclusion

We provided an overview of research in the area related to the recognition of discourse segmentation
in meetings. The analyses concerns (1) the different notions of coherence central to discourse seg-
mentation, (2) the features characteristics of coherence or the abruption of coherence, (3) the methods
effective for finding discourse segments in text and spoken narratives, and (4) whether these methods
and features can be effective for finding discourse segments in meetings.

Figure 1: Example of topic segmentation in a produce design meeting.
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The recognition of discourse segments requires recognition and tracking of lexical cohesion and other
intention-indicative contexts, such as gesture/head movements, pitch, energy, rate of speech, and
pause. There are many more works about inferring speaker intentions, for example, those in the line
of human computer interaction research, we did not mention in this report. This is because our focus
is on discourse segmentation. So we have only reviewed the discourse researches that are relevant to
the recognition of segment boundaries.

Although recent research that used supervised learning approaches to combine various lexical cohe-
sion and intention-indicative features have achieved success, it has at least two shortcomings: First,
although these features are expected to be complementary to one another, few of them have stud-
ied how to systematically model the correlation among features in machine learned models. This
has pointed out some possible improvements on applying some more sophisticated machine learning
approaches, such as Conditional Random Fields, to overcome this shortcoming.

Second, training a well-performing discriminative model requires plentiful labelled data; yet, it is un-
certain whether the trained model can be applied to segment meetings in a domain different from the
labelled data. One solution is to apply unsupervised approaches. However, previous works in unsu-
pervised meeting segmentation focus mainly on modelling word-related phenomenon, such as lexical
cohesion and topical focus. Yet, we have seen in the supervised learning work that many other features
beyond words, such as multimodal and dialogue contexts, are central to meeting segmentation. This is
partially because meeting dialogues are spontaneous conversations in a multiparty environment, and
naturally we have more communicative channels, such as body language, gaze engagement, gesture,
and prosody, we can use to signal what we mean.

This has indicated the need of further investigation into how to combine multiple knowledge sources
into the unsupervised approaches for meeting segmentation. To adaptively generalize the word-based
approaches to combine multimodal features, two possible directions have thus arsed: (1) a more
thorough empirical study about the synchronism mechanism between the intention-indicative features
and the words, and (2) some novel ways to combine features in the current unsupervised segmentation
approaches are also necessary.
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Abstract

In this document we provide a taxonomy of approaches to automatic summarization and a
historical overview of both text and speech summarization. For speech summarization, we
focus primarily on four popular domains of research: broadcast news, meetings, lectures
and voicemail. The purpose of this document is primarily to place current speech summa-
rization in the proper historical context, and to increase links between text summarization
and speech summarization researchers.

1 Types of Summaries

One possible division of automatic summaries is between extracts and abstracts, where
the former consists of units removed from the source text and concatenated together in a
new, shorter document, and the latter consists of novel sentences representing the source
document from a more high-level perspective. Rather than being a hard division, however,
abstracts and extracts exist on a single continuum, and extracts can potentially be made
more abstract-like through further interpretation or transformation of the data. Simple
extracts can also be more than simply cutting and pasting; the extracted units can be
compressed, made less disfluent, ordered to maximize coherence, and merged to reduce
redundancy, to give a few examples.

Another possible division of summaries is between indicative and informative summaries.
An informative summary is meant to convey the most important information of the source
text, thus acting as a substitute for the original text. On the other hand, an indicative
summary acts as a guide for where to find the most important parts of the source text.
Using these definitions, the summaries we are creating in this current research can serve
as either type depending on the use case. The summaries are incorporated into a meeting
browser, and a time-constrained user can either read the summary in place of the entire
transcript and/or use the summary as an efficient way of indexing into the meeting record.

Another division is between multiple-document and single-document summaries. In the
latter case, information is gleaned from several source documents and summarized in a
single output document; in these cases, redundancy is much more of an issue than with
single-document summarization. In this research, we focus on summaries of individual
meetings, but many of the methods are easily extendable to the task of summarizing and
linking multiple archived meetings.

Similarly, this work focuses on generic summaries rather than query-dependant sum-
maries, but the methods could be extended to query-dependent summarization. In generic
summarization, each summary is created without regard to any specific information need,
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based on the inherent informativeness of the document. For query-dependent summariza-
tion, units are extracted based partly on how similar they are to a user-supplied query or
information need.

It is possible to divide between text and speech summarization, or text and multi-media
summarization, in the sense that the fields of research have separate but overlapping his-
tories and use different types of data as input (and potentially as output as well), but of
course the simplest way to approach speech summarization is to treat is as a text summa-
rization problem, using a noisy text source. Speech summarization and text summarization
approaches often use many of the same features or types of features. However, a central
thesis of this work is that it is advantageous to use speech-specific features at various
steps of the summarization process, compared with simply treating the problem as a text
summarization task.

2 Previous Work

2.1 Text Summarization

Among the earliest work on automatic text summarization is the research by Luhn [25],
who particularly focused on recognizing keywords in text. Luhn was among the first to
recognize that the words with highest resolving power are words with medium or moder-
ately high frequency in a given document.

A decade later, Edmundson [6] began to look beyond keywords for the summarization of
scientific articles. He focused on four particular areas of interest: cue phrases, keywords,
title words, and location. While keyword detection had been the subject of previous re-
search the other areas were novel. Cue phrases are phrases that are very likely to signal
an important sentence, and could include phrases such as “significantly”, “in conclusion”
or “impossible” in the scientific articles domain. On the other hand, there are so-called
Stigma phrases that may signal unimportance: specifically, these might be hedging or
belittling expressions. Also particular to the type of academic articles Edmundson was
working with is the Title feature, which weights each sentence according to how many
times its constituent words occur in section or article titles. And finally, the Location fea-
ture weights sentences more highly if they occur under a section heading or occur very
early or late in the article. Edmundson’s summarization system then works by scoring and
extracting sentences based on a linear combination of these four features. These categories
of features are still used today, though more often in machine-learning frameworks.

The ADAM system of the 1970s [30] relied heavily on cue phrases, but also strove to
maximize coherence by analyzing whether a candidate sentence contained anaphoric ref-
erences [7]. In the case that a candidate did, the system tried to either extract the preceding
sentences as well or to re-write the candidate sentence so that it could stand alone. If nei-
ther of these were possible, the candidate was not chosen.

In the 1980s, several summarization methods arose that were inspired by findings in
psychology and cognitive science [5, 9, 18]. These methods generally use human pro-
cessing and understanding of text as a model for automatic abstraction. The source is
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interpreted and inferences are made based on prior knowledge. For an automatic sum-
marization method, a schemata might be created relating to the domain of the data being
summarized. What differentiates these methods from the earlier summarization methods
described above is that the input is interpreted and represented more deeply than before.
For example, the FRUMP system [5] uses “sketchy scripts” to model events in the real-
world for the purpose of summarizing news articles. One example would be a sketchy
script relating to earthquakes. We have prior knowledge about earthquakes, such as the
magnitude on the Richter scale, the location of the epicenter, the number of deaths and
the amount of damage inflicted. When a particular sketchy script is activated, these pieces
of information are sought in the source data. An interesting overview of such approaches
can be found in [7].

Summarization research underwent a major resurgence in the late 1980s and 1990s, pri-
marily due to the explosion of data available from sources such as the web and newswire
services. Because of the volume and variety of data to be summarized, the summariza-
tion techniques were more often extractive than abstractive, as the former is domain-
independent,requires little or no prior knowledge, and can process a large amount of data
efficiently. The field therefore tended to move away from the schema-based, cognition-
inspired approaches of the 1980s.

Much of the work of this period revisited the seminal work of Edmundson [6] and his
investigation of cue phrases, keywords, title words, and location features. The newer work
incorporated these same features into machine-learning frameworks where classifiers are
trained on human gold-standard extracts [22, 43], rather than manually tuning the weights
of these features as Edmundson did. For the tasks of summarizing engineering papers [22]
and computational linguistics papers [43], the most useful features were found to be cue
phrases and locational features.

During this same period, other researchers investigated the use of rhetorical relations for
the purpose of text summarization, particularly in the framework of Rhetorical Structure
Theory (RST) [26]. A hypothesis of RST is that a given document can be represented
as a single binary-branching rhetorical tree comprised of nuclei-satellite pairs, where a
particular rhetorical relation exists between each nuclei-satellite pair. By pruning such a
rhetorical tree, a summary of the entire text can be generated [37, 27, 28].

Contemporary work utilized linguistics resources such as WordNet, a database of lexical
semantics, in order to derive relations between terms or phrases in a document. In work
by Barzilay and Elhadad [1] lexical chains were detected according to the relatedness of
document terms, and sentences corresponding to the strongest chains were extracted. The
SUMMARIST system [15] utilized WordNet for concept detection in the summarization
of news articles.

Also in the late 1990s, interest in multi-document summarization was growing. Creating a
single summary of multiple documents presented, and still presents, and interesting chal-
lenge, as the summarizer must determine which documents are relevant to a given query
and/or related to one another and must not extract the same information from multiple
sources. In other words, the problem of redundancy is paramount. Carbonell and Gold-
stein [2] introducted the Maximal Marginal Relevance (MMR) algorithm, which scores
a candidate sentence according to how relevant it is to a query (or how generally rele-
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vant, for a generic summary) and how similar it is to sentences that have already been
extracted. The latter scores is used to penalize the former, thereby reducing redundancy
in the resultant summary. MMR remains popular both as a stand-alone algorithm in its
own right as well as a feature score in more complex summarization methods. Work by
Radev et. al [39, 38] addressed single- and multi-document summarization via a centroid-
method. A centroid is a pseudo-document consisting of important terms and their asso-
ciated term-weight scores, representing the source document(s) as a whole. The authors
address the redundancy probelem via the idea of cross-sentence information subsump-
tion, whereby sentences that are too similar to other sentences are penalized, similar to
the MMR method.

The work of Maybury [31] extended summarization work from merely processing and
summarizing text to summarizing multi-modal event data. In the domain of battle sim-
ulation, the researchers took as input battle events such as missile fire, refueling, radar
sweeps and movement and generated summaries based on the frequencies of such events
and relations between such events. Not only are the inputs multi-modal events, but the
output can be a combination of textual and graphical summaries in order to expedite per-
ception and comprehension of the battle scene. The researchers also take into account that
such summaries should be tailored to the user: for example, an intelligence officer might
care more about enemy size and position whereas a logistician will care about refueling
and supplies.

Since 2001, the Document Understanding Conference 1 has encouraged research in the
area of multi-document, query-dependent summarization. For the text summarization
community, this annual conference provides the benchmark tasks for comparing and eval-
uating state-of-the-art summarization systems. While the data used has primarily been
newswire data, DUC has recently added tracks relating to the summarization of weblog
opinions. Though a wide variety of systems have been entered in DUC, one finding is that
the most competitive systems have extensive query-expansion modules. In fact, query-
expansion forms the core of many of the systems [23, 16].

2.2 Speech Summarization

Chen and Withgott [3] identified areas of emphasis in speech data in order to create audio
summaries, reporting results on two types of data: a recorded interview and telephone
speech. The emphasis detection was carried out by training a hidden markov model on
training data in which words had been manually labelled for varying degrees of emphasis.
The features used in the model were purely prosodic, namely F0 and energy features. The
authors reported near-human performance in selecting informative excerpts.

Rohlicek et. al [41] created brief summaries, or gists, of conversations in the air-traffic
control domain. The basic summarization goals were to identify flight numbers and clas-
sify the type of flight, e.g. takeoff or landing. Such a system required components of
speaker segmentation, speech recognition, natural language parsing and topic classifica-
tion. The authors reported that the system achieved 98% precision of flight classification
with 68% recall.

1. http://duc.nist.gov
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One of the early projects on speech summarization was VERBMOBIL [40], a speech-
to-speech translation system for the domain of travel planning. The system was capable
of translating between English, Japanese and German. Though the focus of the project
was on speech-to-speech translation, an abstractive summarization facility was added that
exploited the information present in the translation module’s knowledge sources. A user
could therefore be provided with a summary of the dialogue, so that they can confirm the
main points of the dialogue were translated correctly, for example. The fact that VERB-
MOBIL was able to incorporate abstractive summarization is due to the fact that the
speech was limited to a very narrrow domain of travel planning and hotel reservation;
normally it would be very difficult to create such structured abstracts in unrestricted do-
mains.

Simultaneously work was being carried out on the MIMI dialogue summarizer [20], which
was used for the summarization of spontaneous conversations in Japanese. Like VERB-
MOBIL, these dialogues were in a limited domain; in this case, negotiations for booking
meetings rooms. The system creates a running transcript of the transactions so far, by
recognizing domain-specific patterns and merging redundant information.

2.2.1 Summarization of Newscasts

One of the domains of speech summarization that has received the most attention and
perhaps has the longest history is the domain of broadcast news summarization. Summa-
rizing broadcast news is an interesting task, as the data consists of both spontaneous and
read segments and so represents a middle-ground between text and spontaneous speech
summarization. In Hirschberg et. al [12], a user interface tool is provided for browsing and
information retrieval of spoken audio - in this case, National Public Radio broadcasts. The
browser adds audio paragraphs, or paratones, to the speech transcript, using intonational
information. This is a good example of how structure can be added to unstructured speech
data in order make it more readable as well as more amenable to subsequent analysis in-
corporating structural features. Their browser also highlights keywords in the transcript
based on acoustic and lexical information.

In Valenza et. al [44], summarization of the American Broadcast News corpus is carried
out by weighting terms according to an acoustic confidence measure and a term-weighting
metric from information retrieval called inverse frequency (described in detail in a later
chapter). The units of extraction are n-grams, utterances and keywords, which are scored
according to the normalized sums of their constituent words in the case of n-grams and
utterances. When a user desires a low word-error rate (WER) above all else, a weighting
parameter can be changed to favor the acoustic confidence score over the lexical score.
One of the most interesting results of this work is that the WER of summaries portions
are typically much lower than the overall WER of the source data, a finding that has since
been attested in other work [33]. Valenza et. al also provide a simple but intuitive interface
for browing the recognizer output.

In work by Hori and Furui [13] on Japanese broadcast news summarization, each sentence
has a subset of its words extracted based on each word’s topic score – a measure of its
significance – and a concatenation likelihood, the likelihood of the word being concate-
nated to the previously extracted segment. Using this method, they report that 86% of the
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important words in the test set are extracted.

More recently in the broadcast news domain, Maskey and Hirschberg [29] found that
the best summarization results utilized prosodic, lexical and structural features, but that
prosodic features alone resulted in good-quality summarization. The prosodic features
they investigated were broadly features of pitch, energy, speaking rate and sentence du-
ration. Work by Ohtake et. al [36] explored using only prosodic features for speech-to-
speech summarization of Japanese newscasts, finding that such summaries rated compa-
rably with a system relying on speech recognition output.

2.2.2 Summarization of Meetings

In the domain of meetings, Waibel et. al [45] implemented a modified version of maximal
marginal relevance applied to speech transcripts, presenting the user with the n best sen-
tences in a meeting browser interface. The browser contained several information streams
for efficient meeting access, such as topic-tracking, speaker activity, audio/video record-
ings and automatically-generated summaries. However, the authors did not research any
speech-specific information for summarization; this work was purely text summarization
applied to speech transcripts.

Zechner [46] investigated summarizing several genres of speech, including spontaneous
meeting speech. Though relevance detection in his work relied largely on tf.idf scores,
Zechner also explored cross-speaker information linking and question/answer detection,
so that utterances could be extracted not only according to high tf.idf scores, but also if
they were linked to other informative utterances.

On the ICSI corpus, Galley [10] used skip-chain Conditional Random Fields to model
pragmatic dependencies such as QUESTION-ANSWER between paired meeting utter-
ances, and used a combination of lexical, prosodic, structural and discourse features to
rank utterances by importance. The types of features used were classified as lexical fea-
tures, information retrieval features, acoustic features, structural and durational featuers
and discourse features. Galley found that while the most useful single feature class was
lexical features, a combination of acoustic, durational and structural features exhibited
comparable performance according to Pyramid evaluation.

Simpson and Gotoh [42], also working with the ICSI meeting corpus, investigated speaker-
independent prosodic features for meeting summarization. A problem of working with
features relying on absolute measurements of pitch and energy is that these features vary
greatly depending on the speaker and the meeting conditions, and thus require normal-
ization. The authors therefore investigated the usefulness of speaker-indepedent features
such as pauses, pitch and energy changes across pauses, and pitch and energy changes
across units. They found that pause durations and pitch changes across units were the
most consistent features across multiple speakers and multiple meetings.

Liu et. al [24] reported the results of a pilot study on the the effect of disfluencies on auto-
matic speech summarization, using the ICSI corpus. They found that the manual removal
of disfluencies did not improve summarization performance according to the ROUGE
metric.
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In our own work on the ICSI corpus, Murray et al. [33, 34] compared text summarization
approaches with feature-based approaches incorporating prosodic features, with human
judges favoring the feature-based approaches. In subsequent work [35], we began to look
at additional speech-specific characteristics such as speaker and discourse features. One
significant finding of these papers was that the ROUGE evaluation metric did not correlate
well with human judgments on this test data.

2.2.3 Summarization of Lectures

Hori et al. [14] have developed an integrated speech summarization approach, based on
finite state transducers, in which the recognition and summarization components are com-
posed into a single finite state transducer, reporting results on a lecture summarization
task.

Also in the lectures domain, Fujii et. al [8] attempted to label cue phrases and use cue
phrase features in order to supplement lexical and prosodic features in extractive sum-
marization. They reported that the use of cue phrases for summarization improved the
summaries according to both f-scores and ROUGE scores.

Zhang et. al [47] compared feature types for summarization across domains, concentrating
on lecture speech and broadcast news speech in Mandarin. They found that acoustic and
structural features are more important for broadcast news than for the lecture task, and
that the quality of broadcast news summaries is less dependent on ASR performance.

2.2.4 Voicemail Summarization

The SCANMail system [11] was developed to allow a user to navigate their voicemail
messages in a graphical user interface. The system incorporated information retrieval and
information extraction components, allowing a user to query the voicemail messages, and
automatically extracting relevant information such as phone numbers. Huang et. al [17]
and Jansche and Abbey [19] also described techniques for extracting phone numbers from
voicemails.

Koumpis and Renals [21] investigated prosodic features for summarizing voicemail mes-
sages in order to send voicemail summaries to mobile devices. They reported that while
the optimal feature subset for classification was the lexical subset, an advantage could be
had by augmenting those lexical features with prosodic features, especially pitch range
and pause information.

2.3 From Text to Speech

McKeown et. al [32] provided an overview of text summarization approaches and dis-
cussed how text-based methods might be extended to speech data. The authors described
the challenges in summarizing differing speech genres such as Broadcast News and meet-
ing speech and which features are useful in each of those domains. Their summariza-
tion work involved components of speaker segmentation, topic segmentation, detection
of agreement/disagreement, and prosodic modelling, among others.
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Christensen et. al [4] investigated how well text summarization techniques for newswire
data could be extended to broadcast news summarization. In analyzing feature subsets,
they found that positional features were more useful for text summarization than for
broadcast news summarization and that positional features alone provided very good
results for text. In contrast, no single feature set in their speech summarization experi-
ments was as dominant, and all of the features involving position, length, term-weights
and named entities made significant contributions to classification. They also found that
increased word-error rate only caused slight degradation according to their automatic met-
rics, but that human judges rated the error-filled summaries much more severely.

3 Conclusion
In this document we have provided an overview of summarization types and a literature
review of both text and speech summarization, looking particularly at speech domains of
broadcast news, meetings and lectures. While there are certainly other interesting speech
genres, speech summarization research has been focused largely on these few domains to
date. It is hoped that by reviewing text summarization and speech summarization together,
the best ideas of one community can inform the other and increase links between the
parallel fields of research.
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Abstract

A DA is a construct that describes the role that an utterance plays in a conversation and
provides a bridge between an orthographic (word-level) transcription, and a richer repre-
sentation of the discourse. The reliable recognition of the DA sequence in a conversation,
and the resulting knowledge of the discourse structure, plays an important role in the de-
velopment of applications such as: action items detection, decision detection, automatic
summarisation, topic segmentation, dialogue structure annotation, etc. DA recognition sys-
tems are usually based on supervised statistical approaches: a model is learned (trained)
from a set of annotated examples, and then evaluated on unseen data. This process requires
to collect and manually annotate relevant amounts of conversational data. Therefore several
annotated corpora have been produced in the last decade, giving birth to multiple DA an-
notation schemes. The DA recognition task comprises two related sub-tasks: segmentation,
and classification or tagging. DA segmentation consists of subdividing the conversation into
unlabelled DA segments closer to those manually annotated. Unlabelled DA segments are
then classified and tagged with the most likely DA label. These tasks may be performed
concurrently (joint DA recognition) or sequentially. Multiple evaluation metrics have been
proposed for segmentation, classification and the DA recognition task.

1 Introduction

The concept of dialogue acts (DAs) is based on the speech acts described by Austin [1962]
and by Searle [1969]. The idea is that speaking is acting on several levels, from the mere
production of sound, over the expression of propositional content to the expression of the
speaker’s intention and the desired influence on the listener. Dialogue acts are labels for
utterances which roughly categorise the speaker’s intention.

As such, they are useful for various purposes in a dialogue or meeting processing situation.
For example DAs can be used as elements in a structural model of a meeting. A simple
example would be a browser which highlights all points where a suggestion or offer was
recognised. Often DA labels serve also as elementary units to recognise higher levels of
structure in a discourse. DAs may also control the processing of discourse content. To
generate abstractive summaries, for example, content is extracted from utterances, and
integrated in a discourse memory depending on the DAs of the utterances.

The dialogue act recognition process consists of two subtasks: segmentation and classifi-
cation (tagging). The first step is to subdivide the sequence of transcribed words in terms
of DA segments. The goal is to segment the text into utterances that have approximately
similar temporal boundaries to the annotated DA units. The second step is to classify each
segment as one of the DA classes from the adopted DA annotation scheme. These two
steps may be performed either sequentially (segmentation followed by classification) or
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jointly (both tasks carried out simultaneously by an integrated system). Although most of
the work on automatic DA processing have been focused on the tagging task, assuming
knowledge of the reference DA segmentation; novel integrated DA recognition frame-
works are growing in popularity.

2 Dialogue Act Annotated Data Resources

Any effort to recognize dialogue acts requires data. The usual practice is to employ su-
pervised machine learning, using material that has been hand-transcribed and then hand-
annotated with a suitable dialogue act scheme. Since creating this sort of data is expensive,
most efforts re-use an existing data set, or corpus, wherever they can. There are a number
of factors that need to be balanced in deciding on a corpus:

• how much data is available, since more data usually implies better results.
• how many dialogue act classes the scheme contains. Classifiers have trouble learn-

ing too many distinctions.
• how well distributed the classes are. Classifiers work best with relatively equal num-

bers of examples for the various classes.
• how reliable the hand-annotation is. If there are several human annotators involved

and they tend to assign different classes for the same kind of material, the inconsis-
tency makes it difficult both for the classifier and for evaluating the results. On the
other hand, if there is only one annotator, but no one else would assign classes the
same way, what the classifier is learning may not be useful.

• what language the data is for . The vast majority of available material and published
work is on English.

• whether the data is generally available or access is restricted in some way.

For researchers who are interested in dialogue act recognition as an end in itself, for in-
stance, as a means of trying out various machine learning algorithms, these are the primary
considerations. However, where the recognizer is being built for use in an end application,
it is also important that the dialogue act scheme makes the distinctions that the end ap-
plication actually needs. It is no use having an extremely accurate classifier that cannot
identify “backchannel” utterances such as “mhm-hmm” in a system that requires a very
natural style of interaction, for instance. In addition, it is important that the material to
which a scheme has been applied be similar enough to what the end application will en-
counter for what the classifier learns to transfer well. The closer the material, the better,
which is why systems developers almost always collect at least some human-human dia-
logues that are as close to what the system will do as they can get. Since most applications
involve having a system perform a task for the user, such as booking travel, task-oriented
data is of the most use, but simply making the distinction between task-oriented dialogues
and more free-ranging conversations is not enough. Differences such as using non-native
or elderly speakers can have a large effect where these are the target users for the end
application. Similarly, whether or not speakers use telephones changes their behaviour.

In dialogue act recognition, it is not necessary to learn every label from the hand-annotated
scheme. Hand-annotated data can be transformed into a smaller set of labels by grouping
individual classes together. This sort of transformation is sometimes called a “classmap”.
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Because of this practice, recent dialogue act scheme designers often include more labels
than a classifier can learn, and then perform an analysis of the hand-annotated data once
it is complete in order to decide what transform to use. There can be several acceptable
classmaps for the same scheme, depending on how the resulting classifier is to be used.
In constructing classmaps, it is common to put together classes that the human annotators
frequently confuse with each other to make the data more consistent. However, it is im-
portant to ensure the label groupings also make sense in terms of the end application. The
smallest schemes tend to provide 12-15 mutually exclusive labels and expect only a few,
or none, to be combined.

Dialogue act schemes also differ in how they instruct the human annotator to segment
the dialogue. For some schemes, the segmentation is purely ideational; annotators are to
decide on segmentation by breaking the material into pieces that each express a complete
meaning. For others, the segmentation is partly mechanical – for instance, the annotator
may be instructed to provide segment boundaries at long pauses. Occasionally, the scheme
assumes that the material has been presegmented by completely mechanical means (e.g.,
as in the Japanese Map Task Corpus, [Horiuchi et al., 1999]). Not surprisingly, ideational
segmentations show the most disagreement among the human annotators, but they also in
theory supply the most information.

Finally, dialogue act schemes vary in whether they adhere to dialogue act theory in simply
segmenting and labelling material based on speaker intentions, or whether they include
labels that are, strictly speaking, not dialogue acts at all. The most common addition is
labels that identify disfluent material, particularly at the beginning of turns. The reason for
their inclusion is to improve the results of language modelling on the data. Theoretically,
the disfluent material belongs within an adjacent act, but because questions typically have
a different syntactic form from statements and commands, the words that occur at the
beginning of an act are important for determining what the act is. Dialogue act schemes
that include these quasi-acts assume they will be used to strip this material out, sometimes
as a first step before proper dialogue act recognition.

Klein et al. [1998] provides a detailed survey of early dialogue act schemes. The corpora
currently in most common use for dialogue act recognition are the following:
The HCRC Map Task Corpus [Anderson et al., 1991], using a scheme developed for

it [Carletta et al., 1997]. The scheme is intended to be general, but the material
coded involves two people navigating around a simple map. One unusual aspect of
this material is that it contains higher level dialogue structure coding. Many corpus
users consider the fact that the speakers are Scottish as a disadvantage. It is also
relatively small: 128 dialogues resulting in around 10 hours of speech.

The related DCIEM Map Task Corpus [Bard et al., 1996], which replicates the same
task but using Canadian army reservists and includes sleep deprivation conditions
comparing the effects of various drugs.

The Switchboard Corpus [Godfrey et al., 1992] using SWBD-DAMSL [Jurafsky et al.,
1997b]. The underlying material consists of telephone conversations on a fixed set
of topics, resulting in more than 200000 utterances and 1.4 millions transcribed
words. The SWBD-DAMSL annotation scheme comprises 226 unique tags, which
were subsequently clustered into 42 broad DA classes. A common concern when
using this material is that that a very large proportion of the dialogue acts are of the
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same type (basic statements).
The ICSI Meeting Corpus [Janin et al., 2003], using the ICSI-MRDA scheme [Shriberg

et al., April-May 2004]. The corpus contains audio recordings of research group
meetings. The scheme requires each act to be labelled along a number of semi-
orthogonal dimensions, with thousands of tag combinations that are theoretically
possible.

The AMI Meeting Corpus [Carletta, In Press], using a scheme developed for it. This
corpus is unusual in involving non-native speakers of English and in making avail-
able a range of videos and other outputs that capture behaviour more fully than
usual. The dialogue act scheme includes some extra features related to acts, such as
information about addressing and some very rudimentary discourse structure.

2.1 The ICSI Meeting Corpus and Dialogue Act Tag Set

The ICSI meetings corpus [Janin et al., 2003] consists of 75 naturally occurring research
group meetings at the International Computer Science Institute in Berkeley during the
years 2000–2002, and recorded using close-talking microphones worn by each partici-
pant (in addition, there were also four tabletop microphones). Each meeting lasts about
one hour and involves an average of six participants, resulting in about 72 hours of multi-
channel audio data. The corpus contains human-to-human interactions recorded from nat-
urally occurring meetings. Moreover, having different meeting topics and meeting types,
the data set is heterogeneous both in terms of content and structure.

Orthographic transcriptions are available for the entire corpus, and each meeting has been
manually segmented and annotated in terms of Dialogue Acts, using the ICSI MRDA
scheme [Shriberg et al., April-May 2004]. The MRDA scheme, outlined in table 1, is
based on a hierarchy of DA types and sub-types (11 generic tags and 40 specific sub-tags),
and allows multiple sub-categorisations for a single DA unit. A DA is usually composed
by a single generic tag (statement, question, etc.) and several specific sub tags. This ex-
tremely rich annotation scheme results in more than a thousand unique DAs, although
many are observed infrequently. To reduce the number of sparsely observed categories,
a reduced set of five broad DA categories has been defined in [Ang et al., 2005, Zim-
mermann et al., 2006a]. Unique DAs were manually grouped into five generic categories:
statements, questions, backchannels, fillers and disruptions. The distribution of these cat-
egories across the corpus is shown in table 2. Note that statements are the most frequently
occurring unit, and also the longest, having an average length of 2.3 seconds (9 words).
All the other categories (except backchannels which usually last only a tenth of a second)
share an average length of 1.6 seconds (6 words). An average meeting contains about
1500 DA units.

In order to have directly comparable results a formal subdivision has been proposed by
Ang et al. [2005]: a training set of 51 meetings (about 80.000 DAs), 11 meetings for
the development task (13.500 DAs), and a test set composed by 11 meetings and 15.000
DAs. This leaves out 2 of the 75 meetings, which were excluded because of their different
nature.
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Statement Supportive Functions
s Statement df Defending/Explanation

Questions e Elaboration
qy Yes/No Question 2 Collaborative Completion
qw Wh-Question Politeness Mechanisms
qr Or Question bd Downplayer

qrr Or Clause After Y/N Question by Sympathy
qo Open-ended Question fa Apology
qh Rhetorical Question ft Thanks

Floor Management fw Welcome
fg Floor Grabber Further Descriptions
fh Floor Holder fe Exclamation
h Hold t About-Task

Backchannels tc Topic Change
b Backchannel j Joke

bk Acknowledgement t1 Self Talk
ba Assessment/Appreciation t3 Third Party Talk
bh Rhetorical Question Backchannel d Declarative Question

Responses g Tag Question
aa Accept rt Rising Tone

aap Partial Accept Disruptions
na Affirmative Answer % Indecipherable
ar Reject %- Interrupted

arp Partial Reject %– Abandoned
nd Dispreferred Answer x Nonspeech
ng Negative Answer Nonlabeled
am Maybe z Nonlabeled
no No Knowledge

Action Motivators
co Command
cs Suggestion
cc Commitment

Checks
f Follow Me

br Repetition Request
bu Understanding Check

Restated Information
r Repeat

m Mimic
bs Summary
bc Correct Misspeaking

bsc Self-Correct Misspeaking

Table 1: DA labels used for the annotation of the ICSI meeting corpus: generic tags,
specific tags and disruptions.
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Dialogue Act % of total DA units % of corpus length
Statement 58.2 74.5
Disruption 12.9 10.1
Backchannel 12.3 0.9
Filler 10.3 8.7
Question 6.2 5.8

Table 2: Distribution of DAs by % of the total number of DA units and by % of corpus
length.

2.2 The AMI Dialogue Act Tag Set

The AMI meeting corpus [Carletta et al., 2005] is a multimodal collection of annotated
meeting recordings. It consists of about 100 hours of meetings collected in three instru-
mented meeting rooms. About two thirds of the corpus consists of meetings elicited using
a scenario in which four meeting participants, playing different roles on a team, take a
product development project from beginning to completion. The scenario portion of the
corpus consists of a number of meeting series, with four meeting per series. Each series
of four meetings involves the same four participant roles, and comprises project kick-off,
functional design, conceptual design, and detailed design meetings. The aim of the corpus
collection was to obtain a multimodal record of the complete communicative interaction
between the meeting participants. To this end, the meeting rooms were instrumented with
a set of synchronised recording devices, including lapel and headset microphones for each
participant, an 8-element circular microphone array, six video cameras (four close-up and
two room-view), capture devices for the whiteboard and data projector, and digital pens
to capture the handwritten notes of each participant. The corpus has been manually anno-
tated at several levels, including orthographic transcriptions, various linguistic phenomena
including head and hand movements, and focus of attention1. Most of the scenario data in
the AMI corpus, over 100,000 utterances, have been annotated for dialogue acts. The DA
annotation scheme for the AMI corpus 2 , outlined in table 3, is based around a catego-
rization tailored for group decision making, and consists of 15 dialogue act types (table
3), which are organised in six major groups:
• Information exchange: giving and eliciting information
• Possible actions: making or eliciting suggestions or offers
• Commenting on the discussion: making or eliciting assessments and comments

about understanding
• Social acts: expressing positive or negative feelings towards individuals or the group
• Other: a remainder class for utterances which convey an intention, but do not fit

into the four previous categories
• Backchannel, Stall and Fragment: classes for utterances without content, which

allow complete segmentation of the material
Each DA unit is assigned to a single class, corresponding to the speaker’s intent for the
utterance. The distribution of the DA classes, shown in table 3, is rather imbalanced,

1. The annotated corpus is freely available from http://corpus.amiproject.org
2. Guidelines for Dialogue Act and Addressee Annotation V1.0, Oct 13, 2005. http://mmm.idiap.ch/
private/ami/annotation/dialogue acts manual 1.0.pdf
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Group Dialogue Act Frequency

Segmentation
fra Fragment 14348 14.0%
bck Backchannel 11251 11.0%
stl Stall 6933 6.8%

Information
inf Inform 28891 28.3%
el.inf Elicit Inform 3703 3.6%

Actions
sug Suggest 8114 7.9%
off Offer 1288 1.3%
el.sug Elicit Offer or Suggestion 602 0.6%

Discussion

ass Assessment 19020 18.6%
und Comment about Understanding 1931 1.9%
el.ass Elicit Assessment 1942 1.9%
el.und Elicit Comment about Understanding 169 0.2%

Social
be.pos Be Positive 1936 1.9%
be.neg Be Negative 77 0.1%

Other oth Other 1993 2.0%
Total 102198 100.0%

Table 3: The AMI Dialogue act scheme, and the DA distribution in the annotated scenario
meetings.

with over 60% of DAs corresponding to one of the three most frequent classes (inform,
backchannel or assess). Over half the DA classes account for less than 10% of the ob-
served DAs. This annotation scheme is different to the one used for the ICSI corpus (sec-
tion 2.1), thus it is not possible to test a DA recognition system developed on the AMI
data on the ICSI corpus or vice-versa.

The scenario meetings are organised in 35 series of (normally) four meetings, which have
been split into designated training, development and evaluation sets. 25 series of meetings
have been assigned to the training set, five to the development and five to the test set (table
4). For the purpose of cross-validation, a split into ten parts was also defined ; being this
split useful both for ten-fold and five-fold cross-validation.

Subset Meetings #meetings #series
ES2002, ES2005-2010, ES2012-2016

Training set IS1000-1007 98 25
TS3005 TS3008-3012

Development set ES2003, ES2011, IS1008, TS3004, TS3006 20 5
Evaluation set ES2004, ES2014, IS1009, TS3003, TS3007 20 5
All scenario data 138 35

Table 4: The split of the AMI scenario data into training, development and evaluation sets.
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3 Previous Work on Automatic Dialogue Act Recognition

The DA recognition task comprises two related sub-tasks: segmentation, and classifica-
tion or tagging. These tasks may be performed jointly or sequentially. In a sequential
approach the conversation is first segmented into unlabelled DA segments, then each de-
tected segment is tagged with a DA label. The joint approach performs both tasks con-
currently, detecting DA segment boundaries and assigning labels in a single step. The
joint approach is able to examine multiple segmentation and classification hypotheses in
parallel, whereas only the most likely segmentation is supplied to the DA classifier in a
sequential approach. The joint approach is potentially capable of greater accuracy, since
it is able to explore a wider search space, but the optimization problem can be more chal-
lenging. In a sequential system the two sub-tasks can be optimised independently. Note
that an integrated system may be used as a segmenter by ignoring its classifications. For
purposes of comparison, often it may also be used as a classifier, by forcing a human DA
segmentation onto it.

Most previous work concerned with DA modelling has focused on tagging presegmented
DAs, rather than the overall recognition task which includes segmentation and tagging.
Indeed, automatic linguistic segmentation [Stolcke and Shriberg, 1996, Shriberg et al.,
2000, Baron et al., 2002] is often regarded as a research problem itself.

3.1 Automatic Dialogue Act Tagging

The use of a generative HMM discourse model [Nagata and Morimoto, 1993], in which
observable feature streams are generated by hidden state DA sequences, has underpinned
most approaches to DA modelling, and a good overview of this approach is given by Stol-
cke et al. [2000]. The discourse history is typically modelled using an n-gram over DAs,
although approaches such as polygrams [Warnke et al., 1997] have been tested. Lexical
features have been widely used for DA tagging (section 3.3), via cue words or statistical
language models, including approaches such as multiple parallel n-grams [Venkataraman
et al., 2005], hidden event language models [Zimmermann et al., 2006a], and factored
language models [Ji and Bilmes, 2005]. Several authors have previously investigated the
use of prosody to disambiguate between different DAs with a similar lexical realisation
[Bhagat et al., 2003], and investigated approaches to automatically select the most in-
formative features [Shriberg et al., 1998, Hastie et al., 2002]. Prosodic features such as
duration, pitch, energy, rate of speech and pauses have been successfully integrated into
the processing framework.

Ji and Bilmes [2005] have proposed a switching-DBN based implementation of the HMM
approach above outlined, applying it to the DA tagging task on ICSI meeting data. They
also investigated a conditional model, in which the words of the current sentence generate
the current dialog act (instead of having dialogue acts which generate sequence of words).
DA tagging experiments have been performed both using multiple parallel n-grams or
adopting a FLM with two factors: words and DA labels. The generative approach prevails
over the conditional model, reporting the best classification accuracy when used in con-
junction with a FLM. Since this work used only lexical features, and a large number of
DA categories (62), a direct comparison with the results provided by [Ang et al., 2005,
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Zimmermann et al., 2006a, Dielmann and Renals, 2007a, Zimmermann et al., 2006b] is
not possible.

Venkataraman et al. [2003] proposed an approach to bootstrap a HMM-based dialogue
act tagger from a small amount of labeled data followed by an iterative retraining on
unlabeled data. This procedure enables a tagger to be trained on an annotated corpus, then
adapted using similar, but unlabeled, data. The proposed tagger makes use of the standard
HMM framework, together with dialogue act specific language models (3-grams) and a
decision tree based prosodic model. The authors also advance the idea of a completely
unsupervised DA tagger in which DA classes are directly inferred from data.

More recently, there have been a number of conditional models applied to DA classifica-
tion including support vector machines (SVMs) [Fernandez and Picard, 2002, Liu, 2006]
and maximum entropy classifiers [Venkataraman et al., 2005, Ang et al., 2005]. Features
for these models include both lexical and prosodic cues, as well as contextual DA infor-
mation [Venkataraman et al., 2005] (table 5).

A framework for the automatic DA classification of the Spanish CallHome spontaneous
speech corpus (using 8 DA labels) has been outlined by Fernandez and Picard [2002].
The proposed approach relies on a SVM based classifier and a set of features derived
from energy and pitch contours. Numerical results show the importance of prosodic cues,
highlighting how even without a lexical transcription it is still possible to detect DAs well
above chance.

Liu [2006] proposed an automatic DA classifier based on the combination of multiple
binary SVM classifiers via Error Correction Output Codes. This work extends the 5 DA
NIST tagging task outlined in Ang et al. [2005] comparing the originally adopted max-
imum entropy classifier with a multiclass SVM and 4 different setups based on ECOC
SVM classifiers. All ECOC classifiers perform better than a multiclass SVM, but unfor-
tunately they are not able to outperform the baseline MaxEnt system of Ang et al. [2005].

Generative and conditional approaches can also be combined: for example Surendran and
Levow [2006] integrated local discriminative SVM classifiers (using prosodic and lexi-
cal features) within an HMM framework by applying Viterbi decoding to class posterior
probabilities estimated using the SVMs. The SVM-HMM system has been applied to the
13 DA classes Maptask corpus [Carletta et al., 1997] consisting in dialogues between
two participants interacting on a game-move task: a giver provides instructions to guide a
follower through the route on a map.

3.2 Automatic Dialogue Act Recognition

An early system for the integrated joint DA segmentation and classification has been out-
lined by Warnke et al. [1997]. 18 DA classes are automatically recognised in short task
oriented two person conversations (appointment scheduling of the German VERBMOBIL
corpus). The system using: a multi-layer perceptron and a Language Model for segmenta-
tion, a polygram LM for DA classification, and a joint search algorithm to score multiple
joint recognition hypotheses; reports an improvement over a sequential approach.

[Ang et al., 2005] addressed the automatic dialogue act recognition problem using a se-
quential approach, in which DA segmentation was followed by classification of the candi-
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date segments. Promising results were achieved by integrating a boundary detector based
on vocal pauses (table 6) with a hidden-event language model HE-LM (a language model
including dialogue act boundaries as pseudo-words). The dialogue act classification task
was carried out using a maximum entropy classifier, together with a relevant set of textual
and prosodic features. This system segmented and tagged DAs in the ICSI Meeting Cor-
pus (using the 5 broad DA categories outlined in section 2.1), with relatively good levels
of accuracy. However results comparing manual with automatic ASR transcriptions indi-
cated that the ASR error rate resulted in a substantial reduction in accuracy.

In a later work Zimmermann et al. [2006a] compared two joint approaches on the same
experimental setup. An extended HE-LM able to predict not only DA boundaries but also
the type of the DA, and a HMM recogniser inspired by HMM based part of speech tag-
gers, was trained on lexical features and compared using several of the metrics discussed
in section 4. The joint HE-LM system obtained lower recognition error rates than the
HMM based DA recogniser, achieving performances closer to the discriminative sequen-
tial approach of Ang et al. [2005].

A further extension of the joint HE-LM DA recogniser introduced by Zimmermann et al.
[2006a] has been developed in Zimmermann et al. [2006b]. A discriminative maximum
entropy DA boundary detector and tagger is trained on discretised inter-word pauses with
a lexical context of 4 words. Then the weighed combination of the classification probabil-
ities for both systems (HE-LM and MaxEnt) provides the most likely sequence of labelled
DA units. Experimental results on the ICSI 5 DA tasks suggest that the novel combined
approach is capable of better recognition performances than the sequential approach of
Ang et al. [2005]. Note that multiple concurrent DA segmentation and classification hy-
potheses could be evaluated by joint DA recognisers, enabling the investigation of larger
search spaces compared with two-step sequential segmentation-classification approaches.

An integrated framework for the joint DA segmentation and tagging has been outlined by
Dielmann and Renals [2007a]. The proposed system is based on: a switching dynamic
Bayesian network (DBN) architecture, a set of features related to lexical content and
prosody, and a Factored Language Model. The switching DBN coordinates the recogni-
tion process by integrating all the available resources. Experiments on the 5 broad DA
categories of the ICSI meeting corpus have been carried out, using both manually tran-
scribed speech, and the output of an automatic speech recogniser, and using different
feature configurations. The DA segmentation and recognition results are similar to those
of Ang et al., although using a discriminative MaxEnt DA classifier [Ang et al., 2005] re-
sulted in a 5% lower error rate for the tagging task. Experiments on the AMI corpus using
an extended version of the switching DBN framework have been reported in Dielmann
and Renals [2007b].

3.3 Features for Automatic Dialogue Act Processing

Table 5 lists some of the features used in previous works to perform automatic DA classi-
fication; while table 6 shows the most frequently used features that have been adopted for
the DA segmentation task.

The most common features used for the automatic DA segmentation and classification
can be subdivided in:
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Sentence length X X X X X X
First two words X X X X
Last two words X X X
Number of utterances X
Bigrams of words in segment X
Bigram of first two words X
Utterance type X
Presence/absence Wh-words X
Subject Type X
Specific cue words/phrases X X X X
First verb type X
Second verb type X
Question mark X X
Sparse bag of ngrams X
Specific patterns X
Grammar pattern X X
Polygrams of words X X
Factored Language Model X X
Part Of Speech ngrams X
Ngrams of words X X X X X X X X X
First word of next segment X X X
Speaker (turn) change X X X X X
Words in last 10 DA’s X
Pitch X X X X X X X
Energy X X X X X
Duration X X X X X X X
Pauses X X X X X
Rate of speech X X
Ngrams of previous DA’s X X X X X X X X
Previous DA hyp. / posteriors X X
Next DA X
Previous 10 DAs (from ref.) X

Table 5: Features used for automatic DA-classification in different studies
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Segmentation only X X

Surrounding Words X
Ngrams of words X X X X
Part Of Speech ngrams X
Tokenized Words X
Bag of Words X
Word relevance X
Factored Language Model X
Disfluencies X
Repeats X
Overlapping Speech X
Pauses X X X X X
Pitch X X
Duration X X
Energy X X

Table 6: Features used for automatic DA-segmentation in different studies.

Lexical features usually a language model based on words: DA specific ngrams of words,
polygrams, factored language models, part-of-speech ngrams, etc. Some systems
also rely on selected cue words/phrases and specific lexical or grammatical pat-
terns. The number of words contained by the current DA segment (sentence length)
is also a lexical related feature frequently adopted for DA classification. In order to
evaluate fully automatic DA tagging and recognition systems, automatic ASR tran-
scriptions are required. Inaccuracies of the automatically recognised speech have
an adverse effect on lexical derived features. Therefore it is worth evaluating the
full system both on manual and automatic transcriptions in order to estimate the
overall degradation of performances caused by the ASR output.

Context features describe the relation between the current and the surrounding utter-
ances, e.g. to indicate temporal overlap between speakers.

Prosodic features represent a wide group of acoustic related features like: F0 and pitch
slopes, the duration of words, unvoiced pauses, speech rate, features derived from
spectral coefficients, etc.

A discourse model (or discourse grammar) is based on the DA types of the preceding or
surrounding segments. It is important to note whether this history is maintained on
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the actual output of the DA classifier, or on the hand-annotated DAs. For a realistic
evaluation, the actual classification results should be used; however, generating the
history from annotated DAs gives an estimation of the potential usefulness of this
kind of features.

Two important aspects related to the feature extraction process are source and scope of the
extracted features. Even if all the information required for feature extraction should come
from fully automatic approaches, several systems are trained on features relying on man-
ually labelled data. Moreover many systems are frequently evaluated using features based
on manual annotations (i.e: lexical features estimated using the reference orthographic
transcriptions), either because data from an automatic system are not available yet, or to
assess the potential usefulness of a new feature family. Automatic DA processing is often
a component block of a larger infrastructure (section 5), therefore specific constraints im-
posed by the applicative domain have a deep influence on the feature scope. For example,
in a meeting browsing application designed to offer its facilities online during an undergo-
ing meeting, the DA recognition process will have access only to the past conversations.
Note also that in this application the DA processing should operate in real-time relying on
a less accurate ASR transcription. In a post-processing application (e.g., offline meeting
corpus browser), the whole discourse is available, allowing the use of features which look
ahead in the time.

4 Metrics and Evaluation

Each of the segmentation, classification and the joint segmentation and classification
tasks, has its own set of performance metrics. If performance evaluation is straightforward
for the DA tagging task, the same cannot be said about DA segmentation or recognition
tasks. Several evaluation metrics have been proposed, but the debate on this topic is still
open. Moving from the NIST-SU error metric introduced in NIST website [2003], several
DA segmentation and recognition metrics have been proposed by Ang et al. [2005] and
subsequently extended by Zimmermann et al. [2006a].

4.1 Classification metrics

The performance of DA classification using manually annotated segments is usually mea-
sured in terms of accuracy, which is the percentage of correctly classified segments, or
classification error rate, which is the percentage of incorrect classifications. For a more de-
tailed evaluation, occurrences and correct classifications of each DA class can be counted
separately [Lesch et al., 2005a]:

correctDA = the number of times DA was correctly classified
annotatedDA = the number of occurrences of DA in the annotated test data

taggedDA = the number of times DA was classified

Based on these counts, we define the recall (RecallDA) and precision (PrecisionDA) mea-
sures for each DA class, as well as the accuracy and mean precision for the whole test
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set:

RecallDA =
correctDA

annotatedDA

PrecisionDA =
correctDA

taggedDA

Accuracy =
∑

DA correctDA∑
DA annotatedDA

Precision =

∑
DA PrecisionDA ∗ annotatedDA∑

DA annotatedDA

4.2 Segmentation metrics

The evaluation of the automatic DA segmentation is a non-trivial task. Several evaluation
metrics can be defined, each giving a different perspective on the segmentation results.
Figure 1 illustrates the principal metrics used to evaluate the accuracy of automatic DA
segmentation. NIST-SU, recall, precision, f-measure and boundary are based on bound-
aries. Each word is followed by a potential boundary position, and segmentation is a bi-
nary classification into boundaries and non-boundaries. There are four possible outcomes:
boundaries may be correctly identified (true positives, tp) or missed (false negatives, f n),
non-boundary positions may be correctly identified (true negatives, tn) or a false bound-
ary may be hypothesised (false positives, f p). The sum tp + tn + fp + fn is equal to the
number of words. The occurrences of these four events are counted. The boundary-based
metrics take different combinations of these counts into consideration:

NIST − SU =
fp + fn
tp + fn

Boundary =
fp + fn

tp + tn + fp + fn

Recall =
tp

tp + fn

Precision =
tp

tp + fp

The F-measure is the harmonic mean of the computed precision and recall given the ref-
erence sentence boundaries and the boundaries hypothesised by the segmentation system:
F = 2 × Recall × Precision/(Recall + Precision). The other two segmentation metrics,
DA segment error rate (DSER) and Strict, are based on segments. DSER is the fraction of
reference segments which have not been correctly recognised, meaning that either of the
boundaries is incorrect. Strict is a variant of DSER in which each DA segment is weighted
with its length (number of words).

4.3 Joint segmentation and classification metrics

The DA recognition task is more challenging, since the limited accuracy of automatic
segmentation and classification are combined together. Note that a direct comparison be-
tween DA recognition and classification results is difficult. However the DA classification
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Reference S|Q.Q.Q.Q|S.S.S|B|S.S|

System S|Q|S|Q.Q|D.D.D|S.S|S|

NIST-SU .c.e.e...c.....c.e.e.c

Boundary .c.e.e.c.c.c.c.c.e.e.c

Recall .c.......c.....c.e...c

Precision .c.e.e...c.....c...e.c

DSER c|...e...|..c..|e|.e.|

Strict c|e.e.e.e|c.c.c|e|e.e|

Metric Counts Reference Rate
NIST-SU 3 FP, 1 miss 5 boundaries 80%
Boundary 3 FP, 1 miss 11 (non-)boundaries 27%
Recall 4 correct 5 boundaries 80%
Precision 4 correct 7 hypothesised boundaries 57%
F-Measure - - 67%
DSER 3 match errors 5 reference DAs 60%
Strict 7 match errors 11 reference words 63%

Figure 1: Metrics for segmentation based on boundaries (NIST-SU, Recall, Precision, F-
Measure and Boundary) and on segments (DSER and Strict). The symbol ’|’ is used to
indicate boundaries between consecutive DAs and ’.’ stands for non-boundaries between
words. The letters S, Q, D, and B represent single words of the DAs. Correctly hypothesised
boundaries are marked with a letter c while e is used to label false positives and missed
boundaries.

performance can be interpreted as an upper boundary for the whole recognition process,
which would be reached if automatic segmentation was perfect.

A set of metrics, in analogy to the segmentation metrics of section 4.2, can be defined for
the recognition task. Figure 2 illustrates a set of performance metrics for joint segmenta-
tion and classification of DAs. In contrast to the NIST error metric for segmentation, the
hypothesised DA label is taken into account as well, leading not only to false positives
(insertions) and misses (deletions) but also to substitutions. While the strict error metric
requires correct DA boundaries the lenient metric completely ignores segmentation errors.
As the DER can also be defined via a DA based recall, DA based precision can be defined
as well, leading to a DA based F-measure: F = 2×Recall×Precision/(Recall+Precision).
Note that recall, precision and F-measure are based on dialogue act units, not on DA
boundaries as it was for the segmentation metrics.

While higher values for Recall, Precision and the F-measure indicate higher performances,
the remaining metrics are error metrics, thus higher values imply lower performances. It
is important to note that these metrics and all evaluations presented in this chapter are
intrinsic, being purely based on the comparison between human annotation and classi-
fier/recogniser output. Knowledge of the discourse structure could be beneficial in several
applicative domains (section 5); thus the automatically classified/recognised DAs often
form the input of further processing stages. However the effects of DA segmentation er-
rors and DA misclassifications on the overall system performances depend on how the DA
recogniser output was used. These effects are not taken into account by the metrics defined
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Reference S|Q.Q.Q.Q|S.S.S|B|S.S|

System S|Q|S|Q.Q|D.D.D|S.S|S|

NIST .c.e.e...c.....e.e.e.c

Strict c.e.e.e.e.e.e.e.e.e.e.

Lenient c.c.e.c.c.e.e.e.e.c.c.

DER/Recall c|...e...|..e..|e|.e.|
Precision c|e|e|.e.|..e..|.e.|e|

Metric Counts Reference Rate
NIST 3 FP, 1 miss, 1 subst. 5 boundaries 100%
Strict 10 words 11 words 91%
Lenient 5 words 11 words 45%
DER 4 erroneous dialog acts 5 dialog acts 80%
Recall 1 correct dialog act 5 dialog acts 20%
Precision 1 correct dialog act 7 dialog acts 14%
F-Measure - - 17%

Figure 2: Metrics for joint segmentation and classification: the boundary based NIST error
rate, the word based strict and lenient metrics, as well as the DA error rate (DER). The
DA based recall, precision, and corresponding F-measure are illustrated in the lower part
of table. The symbol ’|’ is used to indicate boundaries between consecutive DAs and ’.’
stands for non-boundaries between words. The letters S, Q, D, and B represent single words
of the same DA unit; S, Q, D, and B also represent the dictionary of 4 possible DA labels.
Correctly recognised elements are marked with a letter c while e is used to mark errors.

in table 1 and 2, and are not examined here. Ideally, the users of a DA segmenter/classifier
should separately investigate the effects of different DA recognition errors. Given such
analysis, the most appropriate metric can be identified, and the DA recognition system
can be optimised for this specific application.

4.4 Evaluation on Automatic Speech Recogniser output

The reference DA annotation is produced on top of the manually transcribed word se-
quence. When the reference orthographic transcription is replaced by the ASR output, the
DA tags need to be applied to a different word sequence, owing to ASR errors. Since a
manual re-annotation of the ASR output would be extremely expensive, the evaluation
scheme proposed by Ang et al. [2005] is often adopted: ASR words are mapped into
the manually annotated segments according to their midpoint 0.5 ∗ (word start time +
word end time), thus inheriting their reference DA labels.

Insertions and deletions Since the proposed alignment method is segment-based, in-
sertions and deletions of single words are ignored. However, insertions and deletions of
entire DA segments occur if the recogniser finds words outside of the boundaries of any
annotated dialogue act, or if no words are recognised within the boundaries of an anno-
tated DA. For example in the AMI meeting corpus, automatic transcriptions are available
for 101585 dialogue acts; the midpoint alignment results in 91537 annotated dialogue
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act segments with recognised words, and 9968 empty DA segments without words. Al-
though this is a large fraction, the information loss is likely to be less severe, as 66% of
the deleted segments contain only laughs, coughs and other non-speech noises; 70% are
of type Fragment and have no function in the discourse. While 49.2% of the segments of
type Fragment are deleted, the loss on all other types is less severe, between 1% and 7%.
Only 14% of the deleted segments are non-Fragments containing more than one word.

The deleted DA segments can be considered in three different ways:

Include deletions as misclassifications Often in the ASR output there is no indication
that a dialogue act has taken place unless words from it were recognised. Therefore
deleted segments will be scored as errors.

Classify deletions However through automatic Speaker Activity Detection it is possible
to estimate if a participant spoke, even when no words were recognised by the ASR
system. Therefore it is possible to include these segments as ordinary dialogue acts
without words. They can be classified using non-lexical features like the duration,
overlap with previous DAs, or prosody related features. Classifiers which are lim-
ited to lexical features can choose the most frequent class (or the most frequently
lost class, e.g. Fragment). Note that this type of evaluation allows a closer compar-
ison to results on manual transcriptions.

Exclude deletions Deletions can be excluded from the accuracy metrics, showing the
potential of the DA classifier on ASR words more clearly.

Impact of ASR on DA classification DA tagging experiments both on ICSI [Ang
et al., 2005, Dielmann and Renals, 2007a] and AMI data show that the classification
accuracy on automatically recognised words is approximately 7–10% (absolute) lower
than on reference transcriptions.

5 Applications of Automatic Dialogue Act Processing

Dialogue acts form a useful level of representation for the interpretation of conversations,
providing a bridge between an orthographic (word-level) transcription, and a richer repre-
sentation of the discourse. DA labels may incorporate syntactic, semantic and pragmatic
factors: in addition to providing information about the structure of a dialogue and the
course of a conversation, DAs are also able to capture, at a coarse level, individual speaker
attitudes and intentions, their interaction role and their level of involvement. The reliable
recognition of the DA sequence in a conversation, and the resulting knowledge of the dis-
course structure, can be beneficial in the development of applications in a multitude of
domains, such as: spoken dialogue systems, machine translation, automatic speech recog-
nition, automatic summarisation, topic segmentation and labelling, action items detection,
group action detection, participant influence detection, and dialogue structure annotation.

As outlined in section 2, during the last decade, multiple corpora have been annotated in
terms of DAs, and a relevant literature about automatic DA recognition (section 3) has
been developed. Several works also focused on the exploitation of the automatically ex-
tracted DAs. Moving from the idea that the knowledge about the ongoing conversation
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(conveyed by DAs) can be used to enhance language modelling; improving Automatic
Speech Recognition of conversational speech was one of the first targets. Jurafsky et al.
[1997a] investigated the use of automatically detected Dialogue Acts to improve Auto-
matic Speech Recognition. The 1155 pre-segmented conversations from the Switchboard
database were automatically tagged using the clustered dictionary of 42 DA labels. The
system made use of a generative DA tagging infrastructure based on: prosodic features
(pitch, speaking rate, energy, etc.), 42 word sequence based trigram models, and a bigram
discourse language model. Automatic transcriptions were generated through ASR and
then fed to the automatic DA tagger. The automatically detected DA classes are then used
to rescore the ASR output by means of a novel DA conditioned mixture Language Model:
N-best lists associated to each test-set utterance have been rescored using a mixture of
DA specific LMs. Numerical results on the Switchboard corpus show only a limited im-
provement (0.3%) on the ASR word error rate because of the skewed distribution of DA
classes (statements account for 83% of the corpus). However DA rescored ASR should
have a larger impact on specific tasks with more even DA distributions (e.g., task oriented
dialogs). A deeper analysis and further generalisations (mixture of posteriors) of the mix-
ture of language models have been reported in Stolcke et al. [2000]. Related experiments
on Maptask [Taylor et al., 1998], show that the automatic choice of the most appropriate
language models from a set of 12 DA specific LMs (detected using intonation modeling),
can improve the speech recognition word error rate by an absolute 1%.

Machine translation is another applicative domain where DA recognition can be invalu-
able, since DAs can help resolve ambiguities in translating utterances. The VerbMobil
project investigated machine translation in dialogue systems [Küssner, 1997, Wahlster,
2000], similarly to the work independently done by Lee et al. [1997]. The use of DAs
for machine translation of spoken task-oriented dialogues has been also proposed in the
context of the C-STAR project by Levin et al. [2003].

Automatic detection of action items, intended as public commitments to perform a defined
task, is a novel research topic which share some analogies with and relies on automatic
DA recognition. In the work of Purver et al. [2007], 4 task specific Action Item Dialogue
Acts (description, time-frame, owner and agreement) are automatically detected combin-
ing 4 independent SVM classifiers trained on: lexical, prosodic features and conventional
ICSI DA tags. The automatically detected AIDAs are then rule-based parsed and sum-
marised in order to outline the identified action items. Disambiguating the pronoun you,
between its generic and referential use in a conversation, is a task related to action items
detection, which could be useful to identify the owner of an action item (who committed
to perform a given task). The SVM based system proposed by Gupta et al. [2007b], based
on DAs, lexical and part of speech features, is able to disambiguate the two uses with an
accuracy of 84.4% on 2 person conversations from the Switchboard corpus. This repre-
sents a significant result, well above the baseline 56.4% achievable always predicting the
dominant class. In particular DAs proved to be crucial for this task, reaching an accuracy
of 80.92% even if used alone. Later experiments [Gupta et al., 2007a], using a similar
setup on the AMI corpus, reported an accuracy of 75.1% with the full feature setup and
71.9% using only DAs (dominant class baseline of 57.9%).

Automatically detecting when decisions are reached during a conversation is another tar-
get application for automatic DA extraction. Hsueh and Moore [2007] used both DA unit
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temporal boundaries and DA labels for automatic decision detection in conversational
speech. The manually annotated DA units are classified as decision making DAs or non-
decision DAs using a MaxEnt classifier and a rich set of lexical, prosodic, topical and
contextual features (like speaker role and DA labels). Experiments on the AMI corpus
show that decision making DAs can be detected with a precision of about 72% (66%
using only contextual features).

Differently from written text, automatically transcribed speech lacks of a proper punctua-
tion. It is often unpractical to process the entire raw transcription or to evaluate the result-
ing system on unsegmented data, thus shorter speech segments need to be defined. The
temporal boundaries of automatically recognised DA units provide a principled way to
segment conversational speech. For example Murray et al. [2006] and Murray and Renals
[2006] adopted the DA segments as the atomic unit for automatic extractive summarisa-
tion; features like lexical cues, speaker activities and term frequencies were individually
extracted from each DA unit, and Singular Value Decomposition carried out on the re-
sulting DA based feature vectors. Note that although DA segments are a good solution for
automatic speech segmentation, some low-level segmentation techniques such as “Spurts”
[Baron et al., 2002], continuous speech segments separated by at least half a second of
silence, could represent a viable option.

Complex integrated applications based on automatic DA processing are being currently
investigated. For example, topic segmentation and extractive summarisation have been
combined in the “AMI Meeting Facilitator” system [Murray et al., 2007], a visual ap-
plication focused on supporting offline meeting browsing. Here dialogue acts, being ex-
ploited by both subtasks (segmentation and summarisation), offer a common ground for
the whole system.

6 DA Tagging, Segmentation and Recognition of the
AMI Meeting Corpus

The DA tagging and recognition experiments conducted on the AMI meeting corpus ex-
tend and adapt the previous experiences acquired on former multiparty conversational cor-
pora, like the ICSI meeting corpus. In order to compare DA classification performances
on different meeting data (Switchboard, ICSI and AMI) a portable DA tagger has been
developed by Verbree et al. [2006]. The proposed system makes use of several feature
families: question marks and lexical cues, unit lengths, compressed ngrams of both words
and POS tags; and a bigram discourse model. The extracted features are then modelled
using the J48 classifier of the Weka toolkit. While the classification accuracy achieved on
the Switchboard 42 DA task is about 5% lower than the state of the art, the system outper-
forms all the previous works on the 5 DA ICSI task, reaching an accuracy of 89.3%. The
classification accuracy on the AMI 15 DA is about 59.8% using reference orthographic
transcriptions and 49.3% using the ASR output.

The maximum entropy (MaxEnt) based classification system outlined in [Lesch, 2005,
Lesch et al., 2005b] adopts a wide set of features belonging to the following 5 classes: lex-
ical features, DA unit length and duration, temporal relation between adjacent utterances,
speaker change and dialogue act history. A feature selection algorithm, which grows the
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Metric Reference ASR output
S NIST-SU 20.4 26.5
E DSER 12.8 17.0
G Strict 28.5 29.4
M. Boundary 3.1 4.4
R NIST-SU 71.3 85.9
E DER 51.9 62.5
C. Strict 62.1 68.5

Lenient 42.2 48.3

Table 7: DA segmentation and recognition error rates (%) on the AMI meeting corpus both
on reference manual transcriptions and ASR output; segmentation results are reported
using the interpolated FLM, whenever the hybrid FLM+iFLM system has been used for
the joint DA recognition task.

feature subset by iteratively ranking the features according to their classification accu-
racy, has been adopted to select only the most relevant features and reduce the feature set.
The best classification accuracy obtained on the AMI evaluation set is 65.8% for refer-
ence words and 54.9% with automatically recognised words (classifying ASR deleted DA
units by chance). This result defines the state of the art for the 15 DA AMI tagging task.
Similarly to Verbree et al. [2006] and Dielmann and Renals [2007b], when the reference
transcription is replaced by the ASR output, the classification accuracy falls by about 10%
(absolute).

The discriminative MaxEnt approach outperforms the generative FLM based classifier of
Dielmann and Renals [2007b] by about 6% both on reference (59.1%) and automatic tran-
scriptions (49.3%). However the switching DBN infrastructure outlined in Dielmann and
Renals [2007b], being able to perform concurrently both DA segmentation and classifi-
cation, is principally targeted to the joint DA recognition task rather than being forced to
classify presegmented data. DA recognition experiments have been reported using three
different language model configurations: an FLM trained only on AMI data, a weighted
interpolated FLMs trained also on ICSI and Fisher data, and an hybrid setup with both an
FLM and an interpolated FLM. The interpolated FLM, thanks to its richer dictionary and
language model, reduces the number of segmentation errors by a factor of 2–3, at the cost
of a slightly degraded DA classification accuracy. A hybrid approach, using both FLMs,
allows a trade off between segmentation and classification, improving the overall recogni-
tion accuracy. Note also that joint DA recognition approaches perform segmentation and
classification in a single and indivisible process, such that adjustments which improve the
segmentation may lead to lower classification accuracy and vice-versa. The reported ex-
periments (table 7) suggest that it is possible to perform automatic segmentation into DA
units with a relatively low error rate. However the operation of automatic recognition into
15 imbalanced DA categories has a relatively high error rate, indicating that this remains
a challenging task.

Both DA tagging and automatic DA recognition are open research topics, thus further in-
vestigations and improvements both on the feature extraction process and on the statistical
modelling framework will be discussed in the next paragraphs.
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Features Language models automatically derived from text corpora are typically very
large, with up to several hundred thousand n-gram features. The system outlined by Ver-
bree et al. [2006] presents an approach to select a small number of lexical cues, which
shows relatively good classification accuracies even using very small models. Shrinking
the feature set helps reducing the computing overhead when a DA recogniser will be
employed as part of an online application, deemed to run in real-time. In many cases a
smaller model with 1-2% lower accuracy, which fits easily on a machine together with
various other modules, will be preferable to a slightly better model with vast memory
requirements.

Likewise, the selection of feature types investigated using a maximum entropy modelling
approach [Lesch, 2005, Lesch et al., 2005b], reduces the number of binary features and
provides invaluable insights to the usefulness and the overlap between different types of
features. Lexical features, utterance length and duration, as well as context-dependent
features positively contribute to the final results. Being the lexical features, especially
word identities, utterance-initial and utterance-final words, the most salient ones.

Future research should include an even deeper analysis of the individual contributions
granted by the current features; and should examine the potential of introducing new
feature families:
Multi-modal features Other modalities like gestures or focus of attention may provide

additional valuable clues.
Forward-looking features The experiments conducted so far on the AMI meetings make

use only of backward-looking features, i.e. features derived from material up to the
current utterance. Assuming that the entire meeting is available and the DA recog-
nition framework will be part of an application which allows offline processing,
nothing prevents from exploiting forward-looking features such as: word identities
from the following utterance, future speaker changes, etc.

Additional information from speech activity detection Some utterances are lost in the
ASR recognition process, since none of their words were recognised. However,
some of these utterances can probably be recovered using automatic speaker activ-
ity detection (section 4.4).

Advanced classification methods The DA classification methods applied to the AMI
task are based on “flat” models which discriminate between all 15 DA types in one step.
However it is possible to combine multiple specialised classifiers creating a hierarchically
layered classifier.

Models with fewer classes are often more discriminative than models with a large number
of classes. One way to take advantage of this is to group the classes and perform the final
classification in two or more steps. DA types which are similar, or frequently confused,
can be merged into one abstract class, resulting in a model with fewer classes. When
this model predicts an abstract class, a secondary model can be used, which is trained to
discriminate between the subclasses which were collapsed into the abstract class.

Another approach targeted on reducing the number of classes is based on the notion of
dialogue act dimensions: each DA type can be described by a tuple of dimensions, each
of which has a small set of values. Each dimension can be modeled separately, and a
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meta model can be applied to map a tuple of values to an actual DA type. While the
dialogue act labels of the ICSI-MRDA scheme are clearly composed of one or more tags
which represent orthogonal properties of the utterance, the AMI DA scheme consists only
of a flat list of 15 DA types. However, it is still possible to identify various aspects, or
“dimensions”, in which any two of the 15 types are similar or different. For instance Elicit-
Inform, Elicit-Offer-Or-Suggestion, etc. have in common that they elicit information from
the other participants. On the other hand, Offer and Elicit-Offer-Or-Suggestion are similar
in that both of them are concerned with offers. Thus we can hypothesise that two aspects
of the AMI dialogue acts are: “information type” (inform, suggest/offer, assess, ...) and
“direction” (whether the speaker expresses information, or elicits information).
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Abstract

A meeting browser is an application designed to allow users to access archived meeting
recordings. Though browsing might figure heavily when accessing such archives, the appli-
cation should also support search and any other interactions that could take place between
an end user and a meetings archive. This document examines the state of the art of meet-
ing browsers. We begin by re-classifying browsers and related applications into three tiers
according to the source of the data they primarily make use of. We look at each tier and
discuss the problems faced at each tier and the solutions designed to address these prob-
lems. We then examine two browsers in detail - one which offers a complete recording and
browsing system, and a meta browser which allows the user to select which components
they want to use. We then conclude by briefly examining the process of evaluating meeting
browsers.

1 Introduction

Given the ever decreasing cost of capture and storage of multimedia data the recording
and archiving of meetings is now relatively common. To access these archives ameeting
browser is typically used. Despite its name, any application which acts as a front end to
a meeting archive is considered to be a meeting browser whether the primary focus is
on browsing, search, summarisation, or other forms of interaction. Meeting browsing is
an emerging field but despite this there are a large numbers ofbrowsers described in the
literature.

To organise meeting browser research this report refines theclassification scheme de-
scribed in Tucker and Whittaker [2005] and Bouamrane and Luz[2007]. There browsers
were separated into groups according to the type of data theymade primary use of for
navigation or presentation. Four groups were selected: audio, video, artefact and discourse
browsers (Although Bouamrane and Luz [2007] analyse the first three groups only). In
this document we refine this classification by separating browsers into tiers (see Fig. 1).
The first tier comprises datarecorded during the meeting - namely the audio and video
recordings. The second tier consists of data that theparticipants create during the meeting
- personal notes, slides, minutes etc. The third tier consists of browsers that make primary
use of dataderived from the previous two tiers - speech transcripts, focus of attention,
higher level annotations etc. Note that browsers generallyalso make use of data from
lower tiers.

This report continues by examining the requirements of a meeting browser, then analyses
meeting browsers that have been developed in the past using this modified taxonomy.We
then examine two browsers in detail and conclude by briefly examining how browsers
have been evaluated.
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Figure 1: The three tiers of meeting data.

2 Motivations

Little work has examined what users require from meeting browsers but generally one of
three methods has been used in order to elicit requirements:Large scale surveys of tools
and memory processes, query elicitation and analysis of current practices. These studies
are discussed in detail in Whittaker et al. [2008] but we briefly revisit the major findings
here.

Jaimes et al. [2004] used a questionnaire to assess the current use of tools to review
meetings, finding that meeting participants often reconstructed meeting information rather
than remembering it verbatim. A similar approach was used byLisowska [2003] (and
Lisowska et al. [2004a]) who asked participants to generatequestions that they would ask
of a meeting browser.

Whittaker et al. [1994] examined current recording practices by interviewing people who
currently recorded meetings and investigating what the advantages and disadvantages of
their recording approaches were. A second interview study investigated the note-taking
practices of meeting participants and sought to identify and address the problems that
note-taking generates. Additionally, Whittaker et al. [2008] describes an ethnographic
study of two firms which investigated the problems of benefitsof both personal (notes)
and public (minutes) meeting records.

These studies combined have implications for browser designers. Firstly the studies found
that users of meeting browsers frequently had the need to access abstractions rather than
raw data. Thus, when accessing meeting archives users rarely want to review an entire
meeting but instead need to focus on short, relevant parts ofthe meeting. Secondly users
expressed a desire to access meeting archives through categorisations that were relevant
to them - e.g. agenda items, decisions and actions. These types of data are often poorly
supported by meeting browsers. The overall finding of these studies suggests that browsers
are currently too complex and unfocused with regard to user requirements. The two third
tier browsers we discuss in detail below go some way towards addressing these criticisms.
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3 Meeting Browsers

3.1 First Tier Browsers

Since the first tier browsers are focused on raw multimedia recordings it is easier to ex-
amine how the problems of navigating to and locating relevant information have been
investigated. Therefore to examine this tier of browsers welook at the solutions to the
problems associated with audio rather than at specific applications.

3.1.1 Speech Marking

Degen et al. [1992] exemplifies theaudio marking approach. Such systems allow users to
manually mark relevant points of the meeting as it is recording, here by using a ‘marker’
button on the recorder itself. When playing back the recording the markers can be used
as a means of navigating to points of interest. The recordinginterface has two different
marker buttons which can be distinguished when playing backthe recording.

3.1.2 Speech Segmentation

As well as allowing users to manually mark (and therefore manually segment) speech
recordings other systems have investigatedautomatic segmentation of speech in order
to aid navigation. The means by which the recording is segmented varies depending on
the application. For example, Hindus and Schmandt [1992] look at segmenting infor-
mal workplace discussions according to both person and alsoby pauses that each person
makes between utterances. Other possibilities for segmentation can be more semantic or
can make use of prosodic cues (e.g. Arons [1997]) in order to allow the user to navigate
the audio recording more efficiently.

3.1.3 Playback mechanisms

Segmenting the recording goes some way to giving users near-random access to speech
recordings. However the problem of processing relevant audio still remains - whilst speech
is easy to record we are required to listen at around 150 wordsper minute, whereas we
can read at 600 words per minute (and are adept at skimming text to locate regions of
interest). Several browsers have examined methods of altering the playback mechanism
in order to address this problem.

The primary technique used for achieving this is to speed up the playback rate whilst
simultaneously ensuring that the pitch of the speakers remains unchanged. This process
is generally implemented using an overlap and add algorithm(e.g. Hejna [1990]) which
effectively has a ‘concertina’ like effect on the audio waveform. The concertina effect is
inaudible since the ‘folds’ are chosen to align with pitch periods and so the technique is
similar to removing a number of pitch vibrations - thus the speech is shortened but the
pitch is unchanged. Arons [1997] made use of speed up in the Speech Skimmer device
which allowed the user to jointly choose the playback rate and to restrict the playback to
relevant segments of the recording (computed according to prosodic cues). Other work
has examined the use of speed up (e.g. Tucker and Whittaker [2006a], Arons [1992]) with
the general finding that speeds of up three times real time canbe understood if enough
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training is given. However without training sped up speech can sound disconcerting and
is a long way from natural speech even with pitch correction.

An alternative technique for allowing listeners to processspeech recordings is to use infor-
mation retrieval and natural language processing algorithms to identify generically ‘im-
portant’ regions of the recording and playback only those regions. This naturally means
that the listener is no longer hearing the full recording butthe approach has the advantage
of not requiring any training since the speech is played backat the natural rate and also
that the cognitive limit on the level of compression. Different methods can be used to com-
pute which parts of the recording are important ranging fromsimple IR metrics (Tucker
and Whittaker [2006b]) to more complex summarisation inspired techniques (Murray and
Renals [2006]). These two examples make use of speech transcripts to derive the impor-
tance scores although it should be noted that this approach to temporal compression of
speech need not require transcripts since the importance scores could be computed from
purely acoustical measures (Arons [1997]). In addition to this the techniques used are
fairly robust to speech transcription errors and it is typically found that the portions of
the recording that are scored as having a high importance arewell recognised by speech
transcription systems (Zechner and Waibel [2000]).

In addition to systems which manipulate the audio stream to allow users to process speech
recordings more efficiently there are also approaches which alter the method ofpresent-
ing the audio for the same purpose. An example is Schmandt and Mullins [1995] where
different parts of the recording are played simultaneously to both ears. The listener is
able to attend to both parts and can focus on parts of the recording that they find inter-
esting. Using the same technology in an alternative way Schmandt [1998] describes an
audio playback system where listeners travel down a virtualhallway, hearing snippets of
interesting conversation. If the listener identifies a portion of the recording that they are
interested in then they can enter the relevant virtual room.

Video recordings have similar problems to those seen for audio recordings. Videos are
relatively easy to make and store (although this is more complex than audio) but they are
costly to search and browse. Systems that focus on video recordings have largely focused
on summarisation and altered playback mechanisms.

3.1.4 Keyframing

One method of overcoming the problem of navigating lengthy video recordings is to rep-
resent the video recording as a finite number ofkeyframes. There are a variety of methods
for determining which frames should be used as keyframes varying from a random selec-
tion to methods which measure the uniqueness of each frame ina series and select the
most unique frame to be the designated keyframe.

Typically keyframes are presented in a linear fashion whichreflects the temporal evolution
of the video. Girgensohm et al. [2001] presented keyframes in a comic book style display
by picking keyframes and then measuring the relative importance of each of the keyframes
that had been chosen. The keyframes were then laid out in a comic book style where
the importance of each keyframe is used to determine how muchspace the keyframe
should take up in the layout. Since the layout is now two dimensional though, the temporal
connection is not as clear with this layout as it is with a linear layout.
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3.1.5 Video Playback

Other systems have addressed the browsing and access problems by using indexing sys-
tems similar to that seen for audio. For example, He et al. [1999] describe a video skim-
ming system which allows users to jump backwards and forwards in time using automat-
ically derived index markers. Additionally, the system allows the user to playback the
video at increased speed using the techniques described above for speeding up audio and
synchronising the audio with the video.

Foote et al. [1998] also describes a video browser with a variable speed control. Here the
user has the option of manually altering the playback rate using a slider mechanism. In
addition to manual control the browser also offers an automatic method of varying the
playback rate. The playback rate is linked to a confidence measure of ‘interestingness’ so
that the user watches relevant portions of the recording in real time or near real time and
portions of the recording which are measured as being uninteresting are played back at a
much faster rate.

3.1.6 Video Summarisation

Another means of assisting browsing of digital video is through the creation of skims - an
automatically derived multimedia summary of a video (Christel et al. [1998]). The skims
here have similarity with the audio skims described above but a key difference is that they
not only include a video component but also de-synchronize the audio and video tracks
when producing the skim. Thus the skimming process selects the important audio and
video sections (which may or may not coincide) and then combine these in a coherent
and meaningful way.

3.2 Second Tier Browsers

Second tier browser make use of the interaction technique described in the previous tier
but additionally include participant generated data. Therefore the second tier browsers
make use of slides, participant notes and any other data thatis shown in the meeting or
created as a by product of the meeting itself. The type of dataproduced in meetings can be
further categorized into that which is produced by individuals and that which is produced
by the community of participants. Artefacts like slides andwhiteboard annotations are
examples of the latter category and personal notes is a good example of individual data
which is produced in a meeting. We examine each of these typesof data below.

3.2.1 Slides

Geyer et al. [2001] describes the TeamSpace system which includes elements to support
the organisation of meetings as well as providing means to record a meeting and a cor-
responding interface to review archived meetings. The meeting viewer includes some of
the audio segmentation and indexing work described above but centrally focuses on the
slides that were presented during the meeting. Thus the useris able to select a slide and
listen to audio that was said whilst the slide was being displayed. Additionally the system
records any annotations made to the slide.
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3.2.2 Whiteboard

The Distributed Meetings client (Cutler et al. [2002]) is another system which integrates
several components into a meeting organiser and recorder. The system records video using
a panoramic view of the whole meeting room and records audio using a single microphone
array to aid localisation and tracking of meeting participants. The system also uses a
separate digital camera to capture the whiteboard which hasthe advantage of capturing
who is writing on the board, as well as any non-annotation gestures (such as pointing etc.).
The resulting browsing interface shows the whiteboard image centrally, along with audio
and video segmentation information. The whiteboard markings are also segmented, again
allowing users to select a whiteboard segment and watch the audio and video related to
that segment.

Brotherton et al. [1998] describe a system for the visualisation of multiple media streams
for the Classroom 2000 project. The purpose of this project is to take a lecture, capture
multimedia data from the presentation and then package thisdata together in a format
that supports post hoc browsing and information extraction. The system uses a digital
whiteboard to capture annotations during a lecture and thenuses post-processing on the
whiteboard annotations for segmentation. The level of granularity is much greater here,
therefore, since the user is able to select single annotations and determine from this which
specific part of audio was being played when this annotation was made. The system also
provides a ‘focus of attention’ timeline which indicates atwhat point during the lecture
slides or the whiteboard were the main focus of the class.

3.2.3 Notes

The most common method of integrating personal notes into the browsing interface is by
time-stamping each individual ‘note’ and then using this asa supplementary index into
the audio and video recordings. This is the approach of the Filochat system (Whittaker
et al. [1994]) where a tablet PC was used by individual participants as a means of taking
notes during a meeting. The PC also acted as a means of recording the meeting audio.
The users of the system could then revisit their notes after the meeting, select a particular
annotation and hear the audio that was recorded at the time the note was taken.

A similar approach was taken by Moran et al. [1997], althoughhere the application was
designed to be used by a single person rather than by all the participants in a meeting.
The chair of the meeting used a PC to write notes in a specific template and then used
these notes to revisit the meeting and make a particular decision. Both these studies found
that in addition to supporting note taking practices the introduction of these system lead
to changes in the way that participants take notes. Specifically, Moran et al. [1997] noted
that users of the system would often make short notes (“ha” was used for this) to indicate
something that was interesting and that should be re-listened to later. Chiu et al. [1999]
also implements this paradigm but extends it to account for multimedia. Here users are
able to annotate chosen video frames or presented slides as they wish. They can also select
an automatic setting where new slides or significant changesto the video add a new pane
to the display onto which the user can make notes. The user canthen review the recording
by looking at the static slide and video captures.
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3.2.4 Minutes

The final area of participant created data are the meeting minutes. To support the taking
of minutes Chiu et al. [2001] allowed the designated scribe to take the minutes on a
wirelessly connected laptop. Whilst the minutes are being taken an audio, video and slide
capture recording is made of the meeting. At the end of the meeting the minutes are then
distributed in a variety of formats, some of which contain links back to the slides and
video of relevant sections of the meeting. The minuting system also allows participants to
revise the minutes as necessary, with the revisions being passed on to the other meeting
participants.

The MinuteAid (Lee et al. [2004]) system takes a similar approach. The system here dif-
fers in that it allows the scribe to take minutes during the meeting and add any multimedia
created during the meetings (slides, video frames) as they desire during the meeting. Thus
the resulting meeting minutes are manually constructed butwith user specified references
to the multimedia content.

3.3 Third Tier Browsers

The third tier of meeting browsers have access to the views and data provided by the first
and second tiers but embellish these with data derived from the raw meeting content and
different presentations of this data. Whereas most of the browsers above were focused on
single types of data or presentations the browsers in this tier tend to take a broad view
and, in some cases, could be considered fully featured stateof the art meeting browsers.

Whittaker et al. [2002] outlines the ScanMail system which,although is designed to work
with voicemail, has functionality which could be applied tomeetings. In ScanMail voice-
mail messages are converted into enhanced emails using a combination of speech tran-
scription and post processing. When a voicemail is left for the user the system converts it
into text using an automatic speech transcriber. The user then has a perspective on their
voicemail which is like an email reader. The speech and text is synchronised so that the
user is able to listen to specific parts of the voicemail by selecting the relevant parts of the
text. Thus if there are any sections of the transcript which appear to contain transcription
errors the user can immediately verify what the correct textshould be by listening to the
corresponding portion of audio. The system also allows userto search their voicemail
with a text search and marks up parts of the message, such as phone numbers, so that
users can easily extract important information from the message.

The Rough N Ready browser (Colbath et al. [2000]), like ScanMail, is not focused on
the meeting domain but again contains ideas which are applicable to meeting browsers.
The system starts by processing news recordings and transcribing the speech. Again the
transcription links back to the audio recording so the user can choose to listen to a portion
of the audio recording at any time by selecting a part of the transcript. Additionally users
are able to search for specific entities, such as people, locations, organizations. Search
results can be displayed on a timeline indicating the temporal density of the search results.

A meeting browser which gives the transcript prominence is described in Bett et al.
[2000]. Here the interface consists of the transcript and a single video component along-
side a list of participants and a timeline indicating when each of the participants was
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speaking. In addition to this archival browser the system allows the user to construct sum-
maries using audio, video and text of the whole meeting or specified parts of the meeting.
The interface also allows for the display of various discourse features in a browser and
also allows users to search the entire meeting archive.

Lisowska et al. [2004b] describe ARCHIVUS, a system designed to allow users to browse
and access multimodal meetings through search or by browsing. The system uses a library
metaphor in its interface. Thus each meeting is representedas a book on a shelf - opening
a book from the shelf reveals the transcript of the meeting. In addition to the textual
transcript the user has access to multimedia elements related to the meeting. In this system
the user also has the choice of accessing the archive throughspeech.

A browser which also examined search is the Transcript-Based Query and browsing inter-
face (TQB) described in Popescu-Belis and Georgescul [2006]. The TQB interface allows
the user to enter free text queries and search over a set of meeting transcripts for utter-
ances which contain these queries. The interface also allows user to focus their searches,
for example by searching for utterances by a single participant or utterances which are of
a particular type (e.g. a question). The TQB also allows the user to browse the meeting
archive by selecting particular episodes or keywords of a particular meeting or by jump-
ing into points where certain documents were discussed. ARCHIVUS and TQB were
developed as part of the IM2 project which also developed a number of different meeting
browsers which are described in detail in Lalanne et al. [2005].

Jabber (Kazman et al. [1996]) and Ferret (Wellner et al. [2004]) take a similar approach to
visualising a recorded meeting. Both focus on a temporal view showing which participants
spoke at which point of the meeting. Both contain video components, with Ferret allowing
for multiple video components showing different views of the meeting. In addition to these
components the Jabber browser shows an overview of the meeting by plotting a graph of
involvement for each participant over the course of the whole meeting

The final browser in this category is the document focused browser (Lalanne et al. [2003]).
Again this browser displays a transcript and segments the audio into discrete meeting sec-
tions. The browser also shows the participant involvement but uses a circular represen-
tation to show this alongside several other types of temporal metadata. The focus of this
browser is, however, a document and the browser is able to highlight parts of the document
that are currently being discussed. Thus the user is able to select a part of the document
and then hear the audio that relates to that particular section. This notion has also been
extended to look at relationships between discrete multimedia elements (Lalanne et al.
[2007]).

4 State of the Art Browsers

We now compare two state of the art browsers. JFerret is an extension of the Ferret
browser described above, and the Portable Meeting Recorder(Lee et al. [2002]) is a
portable meeting recording and browsing system. Both are interesting because although
they fall into the third tier of browsing they do more than just visualising raw data streams
and offer a flavour of a possible fourth tier of browsing.
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The portable meeting browser (see Fig. 3) encompasses all stages of the meeting capture
process. The processing begins with a small single camera which uses a parabolic mirror
to enable it to capture a full 360◦ display of the meeting. At the base of the camera are
four microphones placed in a square formation to allow for beam forming which used
in later stages of processing. Thus the recordings made are just audio and video and the
recording interface allows users to make annotations as themeeting is recorded but this
seems to be intended for users of the system rather than for making personal notes.

Following the meeting, five sets of post processing are carried out to produce meeting
metadata. Firstly the audio streams are processed in order to localize each speaker in
the meeting room, here the azimuth angles of each speaker is computed relative to the
recording device. On the basis of this an algorithm producesa single video stream which
automatically determines the best view for the meeting recording. The current speaker
location and a measure of visual change is used to identify the best frame in each case.
The background image is then extracted and matched against adatabase of room templates
in order to identify the meeting location.

Once these automatic annotations have been made and placed into the metadata database,
the meeting description document is produced which contains all the information that
has been automatically extracted - the meeting date, time, location and participants along
with an image of the participant. The user can then access thearchived recording and
search and automatically produced speech transcription tolocate points of interest and
then watch the corresponding portions of the meeting. In addition to the text search the
interface offers the option for users to scan a graph of audio and visual activity in order to
locate points of interest.

All of these data are then placed into a rich user interface which includes the activity
indexes, speaker participation, key frames of the video, the chosen best shot, the overall
panoramic view and the meeting overview. Users can jump to any point in the meeting by
selecting from these components

JFerret (see Fig. 2) differs from the browsers above (including the Ferret browser) in that
it is a framework for building meeting browsers (e.g. Murray et al. [2007]). JFerret allows
browser designers to not only layout the various componentsin a way that suits the in-
tended application but also the components themselves can be altered and chosen in order
to make the most efficient browser for the given application. The user of JFerretselects
which components they wish to include in their browser and uses a simple XML file to
specify where these components should be placed in the screen display. The framework
ensures offers a central point of synchronisation which ensures that changes made in one
component are reflected in all of the other components in the display.

Thus the expressive power of JFerret can be found in the superset of all the components
that are available to the browser designer. In keeping with the browsers described above
JFerret offers a component for displaying video and playing back audio.The system also
is able to show slides, any kind of speech transcript, and thepersonal notes of each of
the meeting participants. In addition to these more basic components JFerret includes
components for playing back audio at faster rates using the overlap and add techniques
described above and more semantically motivated playback techniques (Tucker and Whit-
taker [2006a]). The browser can also include a summarisation component consisting of

Page 10 of 16



4 STATE OF THE ART BROWSERS Meeting Browsing

Figure 2: The JFerret Meeting Browser showing a time line, compressed audio player,
meeting slides and transcript.

Figure 3: The Portable Meeting Browser showing videos, keyframes, transcripts,
overviews and activity graphs.
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both extractive and abstractive summaries which are linkedback into the transcript so
that the user can select a part of the summary and see where in the transcript the phrases
originated.

The display can also include components which indicate the dominance of each speaker
(Rienks [2007]), allowing the user of the browser to identify who is the dominant speaker
at any point during the meeting. In addition to this there is also a component which allows
the user to annotate and track the strands of various arguments throughout the meeting.
Arguments are shown in a tree like structure showing each thread of the argument and
when parties are in disagreement.

JFerret also allows the user to directly search the ASR output in order to locate keywords
(Szoke et al. [2005]). This search is carried out on the ASR lattice and is, therefore, more
powerful than doing a text search of the meeting transcript as potential candidates for the
keyword match which were rejected by the ASR algorithm can beincluded in the search.
In addition to this users are also able to do a simple text search over the meeting transcript.
In addition to these components JFerret also includes a device to allow people to share
three dimensional data models and manipulate them whilst ina meeting.

5 Evaluation

Given that meeting browser is still an emergent field it is unsurprising that little work
has addressed the evaluation of the efficiency of the meeting browser (see Cremers et al.
[2006] for a summary of AMI work). However, now that standardcorpora exist Carletta
[2006] future work will address this problem. Two relatively large scale evaluations have
taken place which suggest directions that future evaluations will take.

The Meeting Browser Evaluation Test (BET) takes a TREC1 like approach to evaluating
meeting browsers. There is a lengthy one-time data collection process and then a rela-
tively rapid evaluation between subjects evaluation phase. The advantage of this process
is that the results of the data collection phase can be sharedbetween evaluators and so
evaluations can take place in different locations and at different times.

The core of the BET is the notion ofobservations of interest. An observation of interest is
pair of statements (one true and one false) which addresses asingular fact about the meet-
ing. Thus an observation may be “The budget was 100 pounds” paired with “The budget
was 300 pounds”. In the data collection phase a small number of judges watch a meeting
in its entirety and then re-watch the meeting and generate these observations of interest.
The collection of observations of interest form the basis ofthe test set which can be shared
between evaluators. In the evaluation phase, users are given a novel meeting browser and
asked to validate as many observations of interest as they can - browser efficiency is then
measured as the number of observations that can be validatedin a given amount of time.
The experimenters can also log the media time points that theobservations were answered
at given an indication of whether the user was guessing the answer or actually spotted it in
the meeting. The BET framework has also been extended to allow experimenters to have
more control over what kind of observations are used when evaluating browsers and this

1. http://trec.nist.gov/
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extended form of the BET has been used for evaluation campaigns Popescu-Belis et al.
[2007].

It could be argued that the BET is an intrinsic evaluation - itmeasures browser perfor-
mance in a simulated task that approximates one use of the browser in the real world. An
example of an extrinsic evaluation can be found in Elling [2007]. Here browser perfor-
mance is measured by adding the technology into a simulated meeting and seeing how
the meeting process is improved as a result of supplying different browser systems to the
team. The users are told that they are replacing a team who have previously met regarding
a project to build a new remote control for the television. The previous meetings were
recorded and the new team are provided with different meeting browsers in order to re-
view the prior work. A large number of performance measures are then used to measure
how successful each team is.

The extrinsic evaluation has the advantage of placing the users in a more realistic envi-
ronment where the performance of the browser is critical to their success. The drawback
to this is that the experimenter is unable to make fine-grained assessments of the browser
performance - it is difficult to draw out why a particular browser worked well or what
specific questions the browser was adept at answering. Thesetypes of questions could be
answered by a BET style evaluation approach.

6 Conclusion

We have shown how meeting browsers can be considered to be in one of three tiers de-
pending on the type of data that the browser focuses on. Firsttier meeting browser make
direct use of the raw data streams that are recorded during a meeting - thus they concen-
trate on the audio or video. Second tier browsers make use of and focus on the data that
the meeting participants create or present during the meeting - slides, minutes, personal
notes etc. Third tier data is that derived from the raw and participant data namely things
like ASR transcripts, participant involvements, locations etc. Browsers in each tier gener-
ally make use of principles and data from the tiers above it sothat third tier browsers can
be considered state of the art browsers. We also examined twothird tier browsers in de-
tail - one which was a complete meeting recording and browsing solution and one which
is effectively a framework for combining browser components intoa single browser. We
also briefly examined how such browsers are evaluated.
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