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WITH DISTANCE ACCESS

D4.4: WP4 work in year 2

Abstract: WP4 is concerned with the development of reliable audio, visual, and audio-
visual integration and recognition tools for the automatic extraction of information from
raw data streams. This involves multistream fusion, synchronisation, and recognition
methods from the different audio-visual information sources. Research topics include
automatic speech recognition, keyword and event spotting, visual tracking, speaker di-
arisation, determining the focus of attention, visual and speaker identification, detecting
gestures, actions and social signals.

D4.4 is a report on the implementation and evaluation of the different audio, video, and
multimodal algorithms conducted in the second year of AMIDA. The report shows how
existing algorithms have been adapted and extended to process data from not just local
meeting participants but also remote ones.
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1 Introduction

WP4 is concerned with the development of reliable audio, visual, and audio-visual inte-
gration and recognition tools for the automatic extraction of information from raw data
streams. This involves multistream fusion, synchronisation, and recognition methods
from the different audio-visual information sources. Algorithms have been ported or
implemented in the AMIDA domain.The models that have been applied include HMMs,
Bayesian networks, neural networks, multistream approaches, and multisource decoding.

1.1 Splitting of work

Instead of dividing the tasks into speech, visual, and audio-visual groups it had been
previously decided to split the tasks into problem-based groups. Solutions are not distin-
guished by their approach (for example visual or audio identification of persons). Work
has been conducted in the following seven tasks areas for the analysis of meetings and to
support a remote meeting assistant:

1. Automatic Speech Recognition — ASR (Sec. 2)

2. Keyword and Event Spotting (Sec. 3)

3. Speaker Diarisation (Sec. 4)

4. Visual Focus of Attention and Tracking (Sec. 5)

5. Video- and Audio-based Person Identification (Secs. 6 and 7)
6. Gestures and Actions (Sec. 8)

7. Social Signals (Sec. 9)

1.2 Aim in the second year and outline of this deliverable

The expected result of WP4 is a set of multimodal recognisers for the seven different
tasks listed in the previous section. This deliverable reports on the implementation and
evaluation of the different audio, video, and multimodal algorithms in the second project
year. This report shows how new algorithms have been developed or existing algorithms
adapted and extended to process data from the AMIDA domain. Furthermore, it shows
how such algorithms and been adapted to address realtime requirements.

A key WP4 target for the second year was the development of realtime, online ASR. This
has been achieved and is now available; the details are documented in Sec. 2.

Beside the seven main research themes, we also addressed side topics of motion tracking
and visualisation in a soccer control room (Sec. 11) and ICT in healthcare team com-
munication (Sec. 10) to show how AMIDA technologies can be transferred to problems
outside the meeting domain.
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2 Automatic Speech Recognition (ASR)

The primary focus of work during the last period is on achieving a realtime online speech
recognition system: a working HUBable on-line ASR system is now available. Other
work includes general ASR system improvements, the enhancement of the AMIDA ASR
infrastructure so that future ASR R&D work can be performed more efficiently and a con-
tinued effort to disseminate AMIDA ASR technology to the general research community
(webASR, Bob and CTS tutorial). Furthermore, AMIDA technology has been evaluated
through participation in the Dutch LVCSR evaluation N-best 2008 (Karafiét et al., 2008).

2.1 Towards realtime ASR

Significant advances have been made on the realtime/online LVCSR decoder, Juicer,
which is now working as a HUBable demonstrator. To allow Juicer to work online, a
data flow framework known as Tracter has been developed. Although Tracter has been
developed with Juicer in mind, it provides a general modular framework to join together
signal processing algorithms.

Tracter and Juicer have been integrated together to produce a real-time capable on-line
ASR demo. This was mainly software development, but also involved training suitable
acoustic models. A set of scripts has been developed for rapidly training meeting room
speech recognition models on new feature sets. A new maximum likelihood set of mod-
els can now be trained on 100+ hours meeting room data in half a day. This enables easy
investigation and comparison of different front-end processing modules. We have been
using these scripts to investigate acoustic front-ends for a real-time, on line meeting recog-
nition system. For instance, techniques like cepstral variance normalization, normally an
off-line technique, have been investigated.

Tracter is also able to supply low level feature data via TCP sockets to other produc-
ers. Much use has been made of socket connections, allowing the system to be mod-
ularised. This also allows the system to be split between Windows and Linux systems
easily. Tracter has allowed modules written by distinct groups to be incorporated into a
single system: for example, the on-line beamformer is written on a Windows platform
and its output is passed through a TCP socket to a linux machine running a HTK front-
end module plus other parts of Juicer. Projuicer, a java wrapper for the Tracter and Juicer
combination, has been written. This allows the results of recognition to be streamed via
the java middleware to the hub. From the hub, metadata is available to all other AMIDA
consumers. Thus the demonstrator runs on several computers. Audio is captured on one
machine in real time from a single microphone or a microphone array and on-line beam-
former. A single audio stream is sent via a TCP port to a second computer which is
running Projuicer which sends ASR output to a third computer which serves as the HUB.

The transducers used by juicer to represent the grammar have also been optimised for
size and speed (Garner, 2008a,b,c). Medium to large transducers can now be built on 32
bit hardware instead of requiring 64 bit machines, although very large transducers still
require 64 bit hardware.

Modern speech decoders are complex with potentially a large number of parameters that
allow tuning for speed and accuracy. Methods for automatic optimisation of such parame-
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ters have been investigated (El Hannani and Hain, 2008). The objective was to find the op-
timal configuration of the decoder that yields minimal search errors for a given real-time
factor. The approach is based on automatic tracking of that optimal curve. Experiments
were conducted using the HTK large vocabulary speech decoder HDecode. Results on
NIST 2001 CTS evaluations data show that below real-time speed can be achieved with a
degradation of 2.9% word error rate (WER) absolute. This was obtained by joint optimi-
sation of six parameters. No prior knowledge about the interpretation of the parameters is
used so the proposed approach should work for any decoder.

2.2 Array based ASR

Array based ASR research has been focussed on the SSC data as was the robust fea-
ture extraction. The main focus was Minimum Mutual Information (MMI) beamforming
(Kumatani et al., 2007a), but three types have of improvement been done

1. A Nyquist(M) filter bank for adaptive subband processing.
2. Zelinski post-filtering to remove incoherent noise.

3. Binary masking to suppress interference signal further.

Taken together, these achieved a WER 39.6% while MMI beamforming with perfect re-
construction filter banks provided a WER 50.7%.

Following on from these results, we addressed two subjects

1. The filter bank design method for subband beamforming (Kumatani et al., 2007b,
2008a),

2. The subband beamforming algorithm with the Maximum Negentropy (MN) crite-
rion for the scenario where a single speaker is stationary (Kumatani et al., 2008b,c,d).

The properties of the proposed filter banks were thoroughly analyzed and compared with
those of other popular filter banks. We also showed that MN beamforming is free from
the signal cancellation problem encountered in the conventional adaptive beamforming
techniques. Finally, we demonstrated the effectiveness of each technique through a set
of automatic speech recognition experiments on the multi-channel data collected by the
AMI project.

The work continued to address far-field speech recognition on the Multi-Channel Wall
Journal Street Audio-Visual Corpus (MC-WSJ-AV) (Kumatani et al., 2007c). We pro-
posed two beamforming algorithms using high order statistics (HOS), namely Maximum
Negentropy (MN) beamforming and Maximum Kurtosis (MK) beamforming. Moreover,
as the state-of-art conventional beamformer, the generalized eigen-vector generalized
sidelobe canceler (GEV-GSC) has been implemented and compared with our proposed
techniques. The GEV-GSC achieved a WER 14.5% which is further reduced to 13.2%
by the MN beamforming algorithm. We also demonstrated that the MK beamformer
achieved almost the same performance as the MN beamforming with a small computa-
tional cost in the case that the sufficient amount of data for the adaptation is available.
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2.3 Feature extraction

For feature extraction, bottle-neck features (Grézl et al., 2007) have been improved by re-
placing phoneme MLP training targets with phoneme states and adding delta features (Grezl
and Fousek, 2008). Work was also done in tailoring the bottle-neck feature extraction for
the real-time ASR system by reducing the size of the MLP by 75%. This reduced the
required real-time factor for the feature extraction to just 0.1 with a loss of accuracy of
just 1.2%, which is still outperforming the original, PLP-HLDA system.

Further investigations of pitch adaptive features for ASR were conducted. Experiments to
decouple the pitch adaptive and smoothing effect of STRAIGHT features were performed,
and the speaker independence of STRAIGHT derived features was investigated (Garau
and Renals, 2008a,b).

Other work on robust feature extraction has centered around mapping of multichannel far
field speech to single channel near field speech using a neural network (MLP) (Li et al.,
2008, 2007a,b). Evaluation has been performed on the Multi-Channel Numbers Corpus
(MONC) and subsequently the Speech Separation Challenge (SSC2) task. Initial results
showed that the MLP based technique worked well in the log-spectral energy domain —
the domain used as the ASR features.

Neural network training

Z, ¢
pre-separated — | >
speech 22 feature C2 neural
Ba— . » network
y extraction S training
CTM speech I, S

Feature estimation (testing)

Zl cl A 4 §
- — > ]
pre-separated Z feature ¢ estimation .| recognition
speech 2 |extraction 2 |

Figure 1: A diagrammatic view of the MLP based feature mapping approach; in this case
after beamforming.

To augment the mapping techniques, a postprocessing method has been implemented for
single-channel frequency-domain speech enhancement to reduce speech distortion (Li,
2007). This involves use of a standard noise reduction technique followed by a weighted
combination with the original distorted signal. The results show that combined method
can increase ASR accuracy by 10% relative.

We investigated the use of higher order MFCC features for ASR. Normally, such fea-
tures contain detailed harmonic information not required for ASR and are ignored. In the
context of MLP mapping, however, we find that such features are beneficial, although the
very highest order features should still be ignored. Results from a masking post-filter sug-
gest that estimating the parameters of interfering speech also helps in ASR with multiple
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Figure 2: Adaptation scheme of MPE-MAP adaptation into the WB—NB features.

overlapping speakers.

We have also combined the mapping based feature extraction work with the array based
work (above) and shown that the approaches are complementary; the mapping further
increases ASR accuracy after MMI beamforming.

2.4 Discriminative training with out-of-domain data

Discriminative training coupled with the use of linear transforms allowing for use of con-
versational telephone speech (CTS) data in the development of meeting recognition sys-
tem was investigated, focusing on narrow band - wide band adapted systems.

The amount of training data has a crucial effect on the accuracy of Hidden Markov Model
(HMM) based meeting recognition systems. One of the largest collections of speech data
is conversational telephone speech which was found to match speech in meetings well.
However it is naturally recorded with limited bandwidth. In previous work (Karafiat et al.,
2007), we presented a scheme that allows to transform wide-band meeting data into the
same space for improved model training. This year, we have focused on integration of
discriminative adaptation into this scheme. This integration is not straightforward and the
process is quite complex (Figure 2).

We successfully implemented an adaptation technique where WB data is transformed to
the NB domain by CMLLR feature transform. Here, the well trained CTS models are
taken as prior for adaptation. A solution on how to apply this transform for HLDA and
SAT systems was given using maximum likelihood where a 4.6% relative improvement
against adaptation in the downsampled domain was obtained. Next, ML-MAP was re-
placed by the discriminative MPE-MAP scheme, where a 2.4% relative improvement
over the non-adapted meeting system was shown. In the end, the Fisher corpora were in-
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cluded for improving of the CTS prior model and also some new meeting data resources.
In the final MPE-MAP implementation, we obtained a 5.6% relative improvement over
non-adapted meeting system. See Karafiat et al. (2008) for details.

2.5 Language modelling

Work has also continued on language modelling. Unsupervised adaptation of language
models was studied. The first pass output of the ASR system was used to build a new
language model directly and to derive a search model based webdata collection which
was then used to build another language model. This yielded a 0.9% absolute reduction
in the word error rate on 10 hours of lecture data. The use of Topic and Speaker Role
information in hierarchical Bayesian language models has also been investigated (Huang
and Renals, 2008a,b,c, 2007).

2.6 BUT system for Dutch 2008 LVCSR evaluations “N-best”

BUT also participated in the Dutch LVCSR evaluations N-best in 2008!. Recognition
systems for both broadcast news (BN) and conversational telephone speech (CTS) were
produced. The whole recognition process operated in 6 passes and was inspired by the
AMIDA system (Hain et al., 2007). The system scored excellently in both conditions. See
Karafiat et al. (2008) for detailed system description.

2.7 Infrastructure

The research infrastructure for ASR has been improved significantly. A new Resource
Optimisation Toolkit was designed and implemented. This toolkit allows a wide range
of different ASR systems to be specified, implemented and tested simultaneously while
making best use of the available computing resources. Components of an ASR system
are written into modules with a set of specified inputs and outputs. These modular com-
ponents can be connected together flexibly in a graph to produce a complete system. All
the components of the 2007 NIST rich transcription evaluation system have been written
as modules in the new system. This system forms the basis of the webASR system which
is a speech recognition service provided to the general scientific community.

2.8 Dissemination

The webASR system (Hain et al., 2008) is an online interface to the AMIDA ASR sys-
tem which allows the upload of audio files and, in turn, the download of automatically
generated ASR transcripts. It is believed that this — a publicly available end-to-end ASR
system — is the first such system of its kind. Depending upon the metadata provided for
an audio file (or set of audio files in the case of a microphone array recording), the sys-
tem will generate the transcription using an appropriate speech recogniser chosen from
one of the many available, such as a NIST RT evaluation system. After processing, the
transcripts are made available for download in a number of formats which are of use to

'http://speech.tm.tno.nl/n-best/
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both speech researchers (STM, MLF and LAB) as well as users simply interested in the
textual transcription (PDF and HTML). webASR provides a feature-rich interface which
allows the user to manage uploads, monitor processing and, according to their individual
access rights, reprocess existing audio files with a range of different ASR systems. The
system can be accessed from http://www.webasr. com.

AMIDA technology is also being disseminated to the scientific community by publically
releasing the tools used to create the lexicons and pronunciation dictionaries. For this a
program was specially written in Java and an associated conference paper describing it
was submitted (Wan et al., 2008). The paper also highlights, with empirical evidence,
how important it is to ensure that words are spelt correctly and that phones are used in
consistent manner in pronunciation dictionaries.

2.9 Future work

The real time ASR system will be developed actively to increase speed and robustness. In-
vestigations are ongoing into suitable normalisation techniques for on-line features. Time
synchronisation needs to be addressed. In particular, we expect the beamformer to create
particular online segmentation difficulties that will need to be addressed. The real time
system will also take on a diarisation component.

The webASR system will be tested by a number of individuals (both within AMIDA and
external to the project). Once this process has been completed and any necessary alter-
ations have been made, the system will go ‘live’ and be available to the general public.
Throughout these two stages (testing and initial release) we will investigate other features
which can be incorporated into the system.
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3 Keyword Spotting

The work in the area of keyword spotting and spoken term detection in the last period had
three important parts: construction of hybrid recognition networks for combined word and
sub-word recognition (and hence indexing and search), integration of acoustic keyword
spotter into the Hub infrastructure and improvements of the system for detection of out-
of-vocabulary words in the output of speech recognizer.

3.1 Hybrid word-subword recognition system for spoken term detection

The first task investigated in the last period was an investigation of hybrid word-subword
recognition system for spoken term detection. The decoding is driven by a hybrid recogni-
tion network and the decoder directly produces hybrid word-subword lattices. One phone
and two multigram models were tested to represent sub-word units. The systems were
evaluated in terms of spoken term detection accuracy and the size of index on the NIST
STD (Spoken Term Detection Evaluation) data from 2006. We concluded that the best
subword model for hybrid word-subword recognition is the multigram model trained on
the word recognizer vocabulary.

We achieved an improvement in word recognition accuracy, and in spoken term detection
accuracy when in-vocabulary and out-of-vocabulary terms are searched separately. Spo-
ken term detection accuracy with the full (in-vocabulary and out-of-vocabulary) term set
was slightly worse but the required index size was significantly reduced. Details of this
work were presented at SIGIR/SSCS 2008 — the 2nd workshop on Searching Spontaneous
Conversational Speech in Singapore (Szoke et al., 2008).

3.2 Integration of on-line keyword spotting

The second task involved the on-line meeting processing. The on-line acoustic keyword
spotter (Szoke et al., 2005) was integrated with the Hub infrastructure to allow for on-line
detection of keywords in AMIDA demonstrations. The acoustic keyword-spotter is based
on an estimation of phone posterior probabilities by neural networks and on the classical
tandem of target word model and background model.

3.3 Detection of out of vocabulary words

Finally, we have extended the work done on the detection of out-of-vocabulary (OOV)
words (Burget et al., 2008a). The work in this period concentrated on the approach that
was found the most promising in the prior work — the NN-based combination of posteri-
ors from strongly (LVCSR) and weakly constrained phone posteriors into a decision on
whether a word at the output of LVCSR is likely to be an OOV (see Figure 3).

Work also focussed on the amount of context required while combining the strong and
weak posteriors. While the original work (Burget et al., 2008a) used a fixed context of
+6 frames, this work investigated dynamically assigning the contexts depending on the
length of preceding and following phone. Small but stable improvements over the original
fixed context were obtained (Kombrink, 2008).
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Figure 3: Out of vocabulary detection by the combination of strong and weak posteriors.

4 Speaker Diarisation

Current speaker diarisation approaches are able to detect speaker changes and cluster
speaker-homogenous segments. A fundamental goal was to improve both the robustness
of the approach as well as to develop the system towards online functionality. Because
of its unsupervised nature, however, the results lack a mapping between speaker labels
and real participants names. Since there is little control in the choice and placement of
microphones in the meeting rooms, a research goal was to investigate approaches that
incorporate training of speaker models to make a labeling with real names possible. We
intended to perform research on methods and techniques for speaker recognition using
both unsupervised approaches (speaker diarisation) and supervised approaches (speaker
identification). The following section summarizes the key achievements:

Overlap Detection. Currently, overlapping speech is not taken into account in nei-
ther speaker diarisation nor speaker recognition approaches. This means that if two
or more speakers are talking at the same time, current methods only assign one
label to it. The detection of overlapping speech is a non-trivial problem (e.g., see
Wrigley et al., 2005) and only a very limited number of research projects exist.
However, the some AMI meetings contain more than 18% overlapped speech. We
found that if we could perfectly assign labels to overlapping speech regions, the
Diarisation Error Rate could be decreased by at least 50% (relative). We performed
experiments on the detection of overlapped speech using combinations of different
short-term and long-term acoustic features. The overlap detection was then used as
an independent post-processing step after the diarisation process. This makes the
approach also usable as a post processing step after a speaker recognition approach.
For the high-quality signal case of a single mixed-headset channel signal, we could
demonstrate relative improvement of about 7.4% DER over the baseline ICSI Di-
arisation system, while for the more challenging case of the single far-field channel
signal, the relative improvement is 3.6%.

Live Speaker Identification. In a first series of experiments we studied how some
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parts of the ICSI Speaker Diarisation offline system could be simplified or replaced
without a significant loss of performance so that online processing would be possi-
ble. The main hurdle is the use of a global classification step, namely the Viterbi
algorithm on top of a Hidden Markov Model. We found that this step could be
replaced by a classification that is only local: tests suggested that one could use a
temporal sliding window based on either maximum likelihood or majority voting
to segment the audio data into chunks. For window sizes between one and two sec-
onds the performance in terms of Diarisation Error Rate (DER) was the same. The
DER on DEVO07 and AMI data using a non-overlapping sliding window on frames
of 10 ms is compared against the baseline system. For this experiment, a speaker in
a given window was detected by majority voting on GMM likelihoods. This also
achieves a faster detection since there is a potential saving in computing likelihoods
(some likelihood computations can be skipped if someone already has 51% of the
votes). A second experiment concerned the use of pre-trained models in order to
be able to map speaker clusters to real names. We found that with only 50 seconds
of speech per speaker the system is able to perform the diarisation task on a subset
of the AMI meetings, a total length of more than 9.5 hours, with a DER better than
the offline system. When the pre-trained models are also label with real names,
the assignment of speaker clusters to real names becomes trivial. The system was
presented at the AMI Knowledge and Know How day at MLMI 2008.

Diarisation work has also continued in the form of an information theoretic Informa-
tion Bottleneck (1B) approach, where the distance between speech segments becomes the
Jensen-Shannon divergence. The implications of this approach have been investigated in
the context of inferring number of speakers etc. Work continued on multiple features for
diarisation, and other system parameters. The system performs around 1% worse than
state of the art on the NIST RT06 (Rich Transcription) data set for speaker diarisation of
meetings, but significantly faster.
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5 Visual Focus of Attention and Tracking

This section discusses work conducted towards real time visual focus of attention (VFOA)
estimation which requires realtime head pose tracking. Research about view independent
head tracking and omni-directional multi-person tracking which are not directly related
to VFOA estimation are also presented.

5.1 Focus of Attention

During this year our research activities have been focused mainly in three directions. First
we further improved our offline VFOA estimation system using multimodal contextual
cues integration. Secondly, the VFOA we estimated with our system have been used by
collaborators in WPS5 for their study about dominance and status recognition in meetings.
Thirdly, research and development have been done towards the development of a realtime
head pose estimation module for a single person to be used for VFOA recognition.

5.1.1 VFOA recognition

Visual focus of attention recognition is an important cue to recognize social interactions
in meetings. Due to the available camera resolution, however, recognizing the VFOA is a
difficult task. The main cue to recognize VFOA is the head pose. However, as the same
head pose can be used to gaze at different targets, the VFOA estimation can be improved
by exploiting the meeting context represented by people speaking activity and the slide ac-
tivity. Thus, in 2007 we had started the investigation of the use of multimodal contextual
cues to do the VFOA recognition. This year, in order to improve our multi party VFOA
recognition method (Ba and Odobez, 2008a,b), we investigated a different way of repre-
senting the head pose observation. Rather than just using the estimated head pose from
our tracker, represented by a pan and tilt angle, we used the head pose distribution (Ba
and Odobez, 2008c). Fig 4 gives illustrations about head pose, head pose pdf and head
pose pdf models corresponding to looking at three visual targets in the meeting room.
This approach was found to improve performance by 5.4% with respect to the equivalent
approach using a single head pose as observation.

5.1.2 VFOA recognition for dominance and status estimation in meetings

As an application of our framework, in collaboration with WP5, we have investigated the
use of VFOA cues to the estimation of the dominant people in meetings (Hung et al.,
2008; Jayagopi et al., 2008). For the studies in Hung et al. (2008); Jayagopi et al. (2008)
VFOA were automatically extracted over 6 hours of recordings from the AMI corpus
dataset in which people involved in meetings were sometimes moving to the projection
screen and to the white board to make presentations. The presence of moving people
makes the VFOA recognition task very challenging.

Hung et al. (2008) conducted a study of the automation of the visual dominance ratio;
a classic measure of displayed dominance, which combines both VFOA and speaking
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Figure 4: Head pose pdf observation and models. First row: head pose pdf and corre-
sponding estimated head pose (red plus) for a person seated a seat 1 and gazing at the
slide screen (first column), at the person at seat 2 (second column), and seat 3 (3rd col-
umn). Second row: head pose pdf model for the seat 1. Third row images of a person
seated at seat 1 gazing at the slide screen, at the person at seat 2 and at the person at seat 3.

activity cues. Hung et al. (2008) suggest that automated versions of these measures using
our recognized VFOA can estimate effectively the most dominant person in a meeting.

In Jayagopi et al. (2008) the automatic estimation of two aspects of social verticality
(status and dominance) in small-group meetings using nonverbal cues was addressed. A
systematic study about the effectiveness of automatically extracted cues (vocalic, visual
activity, and VFOA) to predict both the most-dominant person and the high-status project
manager is conducted.

5.1.3 Realtime head tracking and pose estimation

A robust system for VFOA recognition needs the head pose estimation to be accurate.
This is a particularly difficult task especially in case of low resolution images and becomes
even more challenging if an online VFOA recognition is required since the algorithms
used should be designed to be as simple as possible in order to allow low processing time.

The IDIAP head pose estimation system developed in the context of the AMI project (Ba
and Odobez, 2005) is reasonably robust since head tracking and pose estimation are con-
sidered as two coupled problems in a probabilistic framework. This system has been
described in previous AMI/AMIDA deliverables. A drawback of this tracking system is
its high computational cost which hinders an online VFOA estimation. The main bottle-
neck is due to the calculation of the likelihood function which requires to process several
image patches (the particles”) with Gaussian and Gabor filters. To improve this system
with respect to speed a new MSPF has been designed.

Let us denote by X, the hidden state which represent the object configuration and by Y, the
associated observation extracted by the image at time 7. A particle filter aims to estimate
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Figure 5: Snapshot of the output of the current head pose tracking system. The three
clocks indicates the angle of out-plane (pan and tilt) and in-plane (roll) rotations.

the sequence of hidden parameters X;., based only on the observed data Y;.,.. All Bayesian
estimates of X; follow from the posterior distribution p(X;|Y;..). In the design of a particle
filter, once X and Y are defined, a dynamical and an observation model must be specified.

In our specific case the particle filter is said Mixed States because the state model is de-
fined such as X contains both continuous variables (to indicate head location and size)
and discrete variables (to indicate the head pose represented by in-plane and out-plane
head rotations). A dynamical model similar to the one described in Ba and Odobez
(2005) is adopted to represent the evolution of states X, over time. Instead, w.r.t. the
observation model, the likelihood function p(Y;|X;), which quantifies the consistency of
the reference models with the current observation Y,, has been modified. An observa-
tion Y = (Y, Y*k") is composed by texture features and skin color features computed
on each image. Texture features are based on edge orientation histograms (EOH) (Levi
and Weiss, 2004) and they replace the outputs of Gabor and Gaussian filters used in the
previous system. This allows to greatly reduce the computational cost since integral his-
tograms (Porikli, 2005) are adopted to compute EOH. Together with texture features a
skin color model is learned offline and employed to classify pixels as skin/not skin. Then
a binary mask of the image, computed by integral images, is used as color features to
calculate the likelihood function.

The IDIAP multi-view face detector available with Torch3vision is used to initialize the
tracking algorithm and, in case of long videos, to reinitialize it when the value of the
likelihood function approaches to zero. The output of the face detector is also used to
adapt the skin color model.

The current system, implemented in C++, is able to process both recorded videos and
videos acquired by a webcam. An example of the output produced by our system is shown
in Fig. 5. From a qualitative analysis of several videos we can say that the system provides
quite satisfactory results both in terms of speed and accuracy even in cases of faces with
low resolution (30x30 pixels). To quantify the performance of the tracker in terms of head
pose estimation accuracy we use the AMI data of the CLEAR’07 task. The same protocol
and the same performance measures described in the previous AMIDA deliverable D4.2
are adopted for conducting experiments. The results, shown in Table 1, are slightly worse
than the one of the previous system in terms of pose estimation accuracy. However, the
tracker runs close to realtime (at about 14fps on a standard laptop).
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error || IR | 1L | 2R | 2L | 3R | 3L | mean || AMI system
pan 133|141 | 133 | 11.5| 74 |99 | 11.5 8.8
tilt 86 | 6.1 | 13.1| 75 | 64 |98 | 85 9.9
roll 121 | 102 | 92 | 147 | 129 | 8.6 | 11.28 9.4

Table 1: Head pose estimation errors in degrees for person left (L) and right (R) in the
AMI data. Errors indicate the difference of the angles between the head pose ground truth
and the estimation.

5.1.4 Application to addressee detection

We also worked on the definition of possible scenario for user engagement enhancements
in collaboration with University of Twente, for addressee detection.

In a meeting room, a fixed camera mounted on the top of the screen displaying the remote
participant (RP) captures four co-located participants of the meeting. Two of them are on
a side of a table, the other two on the other side. The meeting chairman will be one of
the two persons seated near to the screen. The task will be to recognize in realtime when
the addressee of the chairman is the RP or not. To achieve this goal the chairman VFOA
will be used for addressee detection, together with speech information, as an input for a
system developed by University of Twente.

5.1.5 VFOA conclusions and future work

The main results achieved this year are:

VFOA recognition
We introduced a model that uses head pose pdf to infer VFOA. The use of head pose pdf
allowed a better head pose information representation.

The VFOA that we automatically extracted were used together with speaking activities
to build features that were successfully used to estimate social verticality and the most
dominant person in meetings.

In the next period, we will investigate whether the introduction of conversational events
(monologue, dialog, group discussions) as context for our model can be profitable for
VFOA recognition. Our current model make use of speaking status which might be tem-
porally short and noisy to characterize VFOA dynamics.

Head tracking and pose estimation
A new module for joint head tracking and pose estimation of a single person has been
developed. The tracker, implemented in C++, runs close to realtime.

An improved system which uses in the MSPF the output of the face detector to propose
some image patches in high likelihood regions is currently under development. Future
works will be devoted to achieve realtime performances for medium-high resolution im-
ages and to improve head pose estimation accuracy (e.g. through some features selection
for texture features or through adapting the observation model to a specific person appear-
ance). Moreover we plan to design a realtime VFOA recognition module to add in cascade
to the head pose estimation one. It is worth noting that the current system provides head
pose estimation for a single person and for a single camera. An extension to multiple
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persons and multiple cameras is a very challenging task due to realtime requirements and
has not been considered so far.

Scenario for an online VFOA recognition demo

The scenario for a possible demonstration of our system has been defined. In the demo
the real time VFOA recognition system will be used for addressee identification in col-
laboration with University of Twente.

5.2 Other tracking activities
5.2.1 View-independent head tracking

In Schreiber et al. (2008) a view-independent head tracking system is described. To sep-
arate background information from the human head, which typically shows a very non-
rigid projection in 2D when e.g. turning from profile to frontal view, an active shape
model (ASM) is used to parametrize the head. For this reason a head is modeled by 20
landmark points, which have been manually labeled for all training sequences, and an
ASM is created by applying principal component analysis to the aligned labeled data.
Contrary to the standard ASM approach where the gray values of the pixels are observed
along the normal of the contour to detect learned histogram characteristics, in this ap-
proach a modified technique is applied directly on the gradient image and thus benefits
from not only the fact, that there is an edge at a certain pixel position within the image,
but also the direction of this edge. The hypotheses of the particle filter are initialized by a
simple skin color detector. The major advantage of this principle is that a decrease in the
computation time can be achieved, because of lower precision requirements of the ASM
detector. Due to the ability of shape structure improvements during the measurement,
where each shape hypothesis is locally adapted to the image data, a significant higher
tracking performance than using only a plain ASM structure is achieved.

5.2.2 Omni-directional multiperson tracking

In the meeting scenario a tracking system has to deal with situations of heavy occlusions
or reentries of participants. Therefore the system must be robust not only for the de-
termination of human trajectories but also for reliable recovery of all identified persons.
In Schreiber and Rigoll (2008) a novel approach has been developed combining a proba-
bilistic particle filter framework with an heuristic simulated annealing technique ported to
the tracking domain which is regarding all these needs. While the inter frame correspon-
dence of objects, i.e. the assignment of identities, is handled by the simulated annealing
approach, the particle filter architecture will be responsible for both the classification of
an object to be a person as well as a stable tracking of the respective trajectory. An active
shape model is utilized to create weights for the particles and thus serves as an object
classifier. Our system has been evaluated on several video sequences showing meeting
scenarios with a different number of participants. Quantitative numbers based on a track-
ing evaluation scheme show, that our system is capable of not only accurately determining
the number of persons visible in each scene but also of precisely tracking each human and
correctly assigning a label.
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6 Visual Identification

Face recognition actually deals with two tasks: face verification and face identification.
Face identification is particularly interesting in the context of AMIDA, as a consequence,
we will describe several state-of-the-art face recognition that we will evaluate on a face
identification task in the context of meetings, i.e. evaluating on the AMI Meeting Corpus.
Several protocols for close-set and open-set identification experiments are proposed, and
various experiments are performed with different baseline systems (PCA-LDA, GMM).
Performance is then evaluated and compared between the different approaches.

6.1 Face Recognition
6.1.1 General Approaches for Face Recognition

Different approaches of face recognition can be categorized mainly into two main groups
such as discriminative approaches and generative approaches. In discriminative approaches,
the whole face region is taken into account as input data into face recognition system. Ex-
amples of this category are Principal Component Analysis (PCA), Linear Discriminant
Analysis (LDA). In generative approaches, local features on the face such as nose, and
eyes are collected by segmenting the image into several sub-images and then computing
the feature vector for each sub-image (Heusch and Marcel, 2007). These features are then
used as input data for a generative model such as a Gaussian Mixture Models (GMM), or
a Hidden Markov Models (HMM).

6.1.2 Face Identification: open set vs close set

In a face identification system, we differentiate two different modes called close-set and
open-set (or watch-list). In close-set mode, all the access images are supposed to belong
to the clients, there are no impostor access. The objective of the system is to define the
identity of the client, the answer is one of the N clients in the database. In open-set (or
watch-list) mode, there are impostor accesses. The system must be able to know whether
an access is performed by a client or by an impostor, and in case this is a client access,
the system then identifies the client.

The identification system provides a score A;(X) corresponding to an opinion on the probe
face pattern X to be the identity /. In close-set identification, we can recognize identity I*
corresponding to the probe face pattern X as follows:

I' = arg max A(X)

. In open-set identification, the recognized identity /* corresponding to the probe face is

found as follows:
= unknown if Aj(X) < 1VI
~ | argmax; A((X) otherwise

, where 7 is a rejection threshold.
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Session Clients Session Clients Impostors
1 Training 1 Training
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Figure 6: Partitioning of the database according to (a) close-set protocols IS/, ESI and
TSI and (b) open-set protocols 152, ES2 and TS2.

6.2 Face Identification in the AMI Corpus

The AMI Meeting Corpus consists of meeting recordings collected in instrumented meet-
ing rooms at the University of Edinburgh (U.K.), IDIAP Research Institute (Switzerland),
and the TNO Human Factors Research Institute (The Netherlands). The meeting videos
recorded from these three places are identified as ES, IS and TS sites.

Only the videos recorded by the close-up cameras are used in the face identification ex-
periments. Thus we have one video per participant for each meeting session. As a conse-
quence, face identification in the AMI Meeting Corpus is difficult because of the variety
of head-pose, expression and occlusion.

6.2.1 Protocols

Protocols are necessary to perform the experiments. Each database could have several
protocols and each protocol could have several variations. With different variations of
the protocols, we can observe the behavior of the system in different conditions (e.g. the
different data distributions of training set, evaluation set and test set). For the AMI Meet-
ing Corpus database, we have created two different protocols, corresponding to close-set
mode and open-set mode (see Fig. 6a and Fig. 6b respectively), for each site (IS, ES, TS)
and one protocol for the jointed data of three sites (IETS).

6.2.2 Performance Evaluation

The evaluation of an open-set system is different from a close-set system. Open-set iden-
tification is also call “watch list”. We measure the watch list performance using a client
set G and two probe sets: client probes P and impostor probes Py. The former is used
to state the detection and identification rate equal as the fraction of probes in Pg that are
detected at or above threshold ¢ and recognized at rank r or better:

Hpj: rank(p;) < r, s;; > t,id(p;) = id(g )}l
|Pgl

Ppi(t,r) = ¥p; € Pg
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Identification (close set)
I(r=1) | I(r=2) | I(r=3) | I(r=4) | I(r=5)
(%) (%) (%) (%) (%)
PCAXLDA | IS1 46 54.75 | 59.5 62.5 64.5
+ metric | ES1 | 38.31 | 45.56 | 51.25 | 54.81 | 57.5
TS1 | 44.56 | 53.26 | 56.09 | 59.35 | 61.96
DCT IS1 | 93.5 | 96.62 | 97.62 | 98.5 99.5
+ GMM | ES1 | 83.19 | 88.69 | 91.19 | 92.37 | 93.25
TS1 | 77.39 | 85.33 | 88.37 | 90.43 | 91.96

Table 2: Performance comparison for different rank values for close-set face identification
with AMI Meeting Corpus.

where the rank of one probe is defined as the number of identities which have greater than
or equal score to the probe than the matching entry:

rank(p;) = {8k : sk 2 sij1d(g;) = id(pp)}l Vg€ G

The impostor set is used to compute the false alarm rate as the fraction of probes from Py
whose score to any client model is at or above threshold:

{p; - max;s;j > t}|
|Pl

PFA(I): va'EPN VgiEG

Close-set identification is a special case of the watch list task where the false alarm rate
is undefined and a pure identification rate specifies the performance. Formally for each

probe p from Ps we sort the scores against all the client models G , and obtain the rank
of the match. Identification performance is then computed as follow:

IC(r)

Py(r) = P

where
C(r) ={p, : rank(p;) < r} Vp; € Pg

6.2.3 Experiment Results

This subsection describes the experiments we performed to compare the identification per-
formance of different approaches presented previously: discriminative approach (PCA-
LDA) and generative approach (GMM). The algorithms are implemented using Torch3vision
[http://torch3vision.idiap.ch/] which is a machine vision library written in C++ and de-
veloped at IDIAP.

The face identification experiments are performed both on the close-set and open-set pro-
tocols. The idea is to identify who is participating to a meeting. Faces are extracted from
the video and then normalized by eyes alignment, scaling and rotating technique. The
extracted face images have the size of 64x80 pixels. However, the extracted faces are not
always frontal, most of the time they are profiles or rotated faces. Thus, we have man-
ually selected from the videos the ten best frontal faces per video. Because of missing
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Identification (open set / watch list)

DI(r=1) | DI(r=2) | DI(r=3) | DI(r=4) | DI(r=5) FA
(%) (%) (%) (%) (%) (%)
PCAXLDA | 1IS2 31.5 36.5 38.25 39 39 51.56
+ metric ES2 23.5 25.44 27.06 27.87 28.44 | 46.35
TS2 37.82 43.04 44.35 45.65 47.17 66.25
IETS | 26.29 28.49 29.64 30.24 30.84 || 46.74
DCT IS2 82.75 83 83 83 83 9.69
+ GMM ES2 72.44 73.06 73.06 73.06 73.06 16.04
TS2 71.85 74.78 75.22 75.22 75.22 25.94
IETS | 71.29 72.83 72.89 72.89 72.89 21.61

Table 3: Performance comparison for different rank values for open-set face identification
with AMI Meeting Corpus.

data (meeting session missing or some videos missing) or incapacity of finding frontal
face from videos, the number of persons whose images are used for the experiments is
reduced. The images which belong to participants whose data is not enough will be used
for the world model training (named world-model images).

Experiments are performed with protocols IS1, IS2, ESI, ES2, TSI, TS2 and IETS with
PCAxLDA-metric or DCT-GMM. The close-set identification performance comparison

is shown in Table 2. The open-set identification performance comparison is shown in
Table 3.

From the experiments, we can see that GMM gives a much better result compared to the
PCAXLDA in the small sets of data (IS, ES, TS separately) and the larger set (the joint
data, IETS). It is clearly observed that PCAXLDA does not work for this kind of data,
when the mismatched between training and testing conditions is important. The close-set
identification performance of GMM is quite good, the best one for rank 1 is 93.5%. In
open-set case, the detection and identification rate is 82.75% for rank 1 with the IS data
set, corresponding false alarm rate is 9.68%.

6.2.4 Conclusion and Possible Future Work

We have proposed several protocols for close-set and open-set identification experiments.
In all experiments, the performance of the identification system based on GMM is quite
good and much better than the one based on PCAXLDA. It shows that the generative
approaches (GMM for instance) are more robust to the variation of face pose and back-
ground than the discriminative approaches (PCAXLDA).

As future work, we would like to investigate non-frontal face identification. More pre-
cisely, it should be possible to design a system with a pose estimator and a generative
model per pose. We will then be able to evaluate on the entire videos and not to restrict to
a subset of frontal faces manually selected. However, this will require the annotation of
the pose of all detected faces in the AMI Corpus.
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6.3 Visual identification through AdaBoost video classification

Face detection research focused on improvements in AdaBoost-based methods and ori-
ented in two directions ‘training’ software, in which we reached good results. Equally
more important is the progress in research of novel features which exhibit better perfor-
mance in face detection.

Local Rank Patterns (LRP; Hradis et al. (2008 (submitted)) — novel features for rapid ob-
ject detection in images which based on existing features Local Rank Differences (LRD)
— were thoroughly tested on frontal face detection task and on the facial part localization
task. The performance of the classifiers was compared to the performance of the LRD and
the traditionally used Haar-like features. The results show that the LRP surpass the LRD
and the Haar-like features in the precision of detection and also in the average number of
features needed for classification. Considering recent successful and efficient implemen-
tations of LRD on CPU, GPU (e.g., Polok et al. (2008)) and FPGA, the results suggest
that LRP are good choice for object detection and that they could replace the Haar-like
features in some applications in the future.

1

0.95 -

Detection rate

09 -

False positives

Figure 7: Receiver Operating Characteristics of three face detection classifiers on a dataset
of 120 group photos containing 1628 faces. The classifiers were trained using the Wald-
Boost algorithm. CLRP uses Local Rank Patterns; CLRD uses Local Rank Differences;
Chaar uses Haar-like features; Each classifier was trained and tested twelve times and the
results were averaged.

6.3.1 NIST TRECVID evaluation participation

AMIDA participated in the 2008 NIST TRECVID evaluation campaign for video summa-
rization task and event detection tasks.

The video summarization task is based on the classification techniques (among others
AdaBoost-based classification has been used) and on feature extraction researched in
WP4. Above these techniques, a simple mechanism was built that performs unsupervised
clustering of video scenes and chooses one representative scene that represents all scenes
occurring in the video. Additionally, when this mechanism does not reach the desired
shortening ratio, the video shots are speeded up based on the estimated energy contained
in the scenes.

The event detection task in TRECVID assumes fixed positioning of the video cameras
and pre-defined events to be defined. Due to this fact, the event detection methods can be
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‘specialized’. In the approach we used, the event detection is mostly based on tracking and
motion analysis studies within AMIDA. Moreover, techniques, such as colour histogram,
optical flow, background extraction, etc. are used in the event detection.

The other evaluation tasks in NIST TRECVID campaign, copy detection and video queries,
were also covered although the methods themselves were less relevant to AMIDA.

The overall results of NIST TRECVID evaluations achieved through exploitation of AMIDA
results are mostly very close to the best ones and the team always placed in the top part
of the list.
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7 Speaker Identification

In the last period, most of the activities in this area turned around 2008 NIST Speaker
Recognition Evaluation http://www.nist.gov/speech/tests/sre/2008/.

7.1 BUT system for NIST SRE 2008

BUT submitted three systems to these evaluations, only to the primary short2-short3 con-
dition. The primary system is a fusion of three sub-systems:

e 2 systems based on MFCC and factor analysis (Kenny et al., 2008)

e one system making use of SVM scoring of CMLLR and MLLR matrices of an ASR
system.

The first contrastive systems differs only in calibration and the second contrastive system
is a simplified version of the primary one (no ASR use).

The primary system did very well compared to the other submissions — see the black
curve in the evaluation of the most important condition telephone speech in training and
test (Figure 8 — available from ‘Official SRE 08 Results’ at the above mentioned URL).
The presence of BUT group on the AMI/AMIDA ASR team was advantageously used in
MLLR/CMLLR system, where we could build up on our knowledge acquired in these
two projects. Full system description is available in Burget et al. (2008b).

Several other techniques, such as Heterogeneous Syllable Based Features, Phonotactic
speaker identification with SVM modeling and Parametric and derivative kernels for GM-
M/SVM were tested but did not bring significant improvement over the factor analysis
system, so they were not part of the final submission.

7.2 Dealing with different training/test conditions in speaker identification

TNO modified its 2006 speaker recognition system on a number of points. The aim has
been to have a single system that can cope with all the different acoustical conditions
under evaluation in SRE-2008. In order to deal with non-English, Language Recognition
Evaluation 2003 data was used in UBM and background. Additional overall robustness
was obtained by using explicit side information, namely non/English, telephone/micro-
phone and gender. This was carried out using the new bilinear fusion tools from Niko
Briimmer. Two separate channel compensation projections were trained for telephone
and microphone, and combined into a single projection, so that still a single system was
obtained. As a final improvement, Wiener filtering of microphone recordings was ap-
plied. All these improvements lead to development results dropping from 6% EER to
below 4%. The evaluation results showed a very constant performance behavior over all
8 NIST conditions of interest.

In order to deal with the many conditions of interest, a new evaluation methodology is
proposed at the NIST SRE-2008 workshop. Here, the trials of different acoustic con-
ditions are weighted according to a pre-defined scheme, such that the actual amount of
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NIST SREO8
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Figure 8: DET curves from NIST SRE 2008 evaluations short2/short3 condition, tele-
phone speech in both training and test. AMIDA’s curve is in black.

trials per acoustic condition (targets or non-targets) has no influence on the overall score.
This methodology allows for computation of classical Cdet, Cdetmin and EER, as well as
application-independent Cllr and Cllrmin. Using this new methodology, the TNO system
performed very competitively with a condition-equalized EER of under 5%.

7.3 Speaker identification at the JHU 2008 summer workshop

Other significant work was done at the JHU 2008 summer workshop where L. Burget
(BUT Speech@FIT research director) headed work-group Robust Speaker Recognition
Over Varying Channels.

The research concentrated on utilizing the large amount of training data currently avail-
able to research community to derive the information, that can help discriminate among
speakers and discard the information that can not. The world’s best researchers in the
area ( Niko Briimmer, Spescom DataVoice, South Africa; Patrick Kenny, CRIM, Canada;
Jason Pelecanos, IBM, USA; Doug Reynolds, MIT, USA; Robbie Vogt, QUT, Australia)
participated in the group.

The results in the 4 subgroups ( Diarisation using Joint Factor Analysis; Factor Analysis
Conditioning; SVM-JFA and fast scoring; Discriminative system optimization) signifi-
cantly pushed forward the state of the art and are likely to drive the research and devel-
opment in this area in years to come. The details are summarized in the final workshop
talk>.

Zhttp://www.clsp. jhu.edu/workshops/ws®8/groups/rsrovc/
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8 Gestures and Actions

8.1 Human action recognition

Building on the work described in the AMIDA deliverable D4.2 we extended the approach
on pose estimation towards human action recognition. The main ingredients of our ap-
proach are HOGe-like silhouette descriptors (Section 8.1.1) and Common Spatial Patterns
for a discriminative approach to action classification (Section 8.1.2). This approach re-
sults in a score of 96% on a standard action data set. Moreover reasonable performance
can be obtained by only training the recognizer on only a small set of persons. More
details on the results can be found in Section 8.1.3. We conclude and discuss future work
in Section 8.1.4. More detailed information can be found in Poppe and Poel (2008)

8.1.1 HOG-like descriptors

The starting point for the HOG-like descriptors are silhouettes, which are assumed to be
given, for instance by using the work of Thurau (2007) or Zhu et al. (2006). Based on
this silhouette a bounding box is computed in such a way that the height is 2.5 times the
width. This bounding box is divided in 4x4 non overlapping cells. For each cell an 8§ bin
histogram of silhouette gradients is computed, each bin covers a range of 45 degree range,
see Figure 9. All these histograms are concatenated and the resulting vector is normalized
afterwards. This gives a 128-dimensional descriptor of the silhouette, and each action will
result in a temporal sequence of such descriptors.

(b) (©)

Figure 9: Silhouette descriptor, (a) image, (b) mask and (c) the boundary orientations,
spatially binned into cells. Normal vectors are shown for clarity.

8.1.2 Common Spatial Patterns Classifier

Common Spatial Patterns (CSP) is a spatial filter technique often used in classifying brain
signals (Miiller-Gerking et al., 1999). It transforms temporal feature data by using differ-
ences in variance between two classes. After applying the CSP, the first components of the
transformed data have high temporal variance for one class, and low temporal variance for
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the other. For the last components, this effect is opposite. When transforming the feature
data of an unseen sequence, the temporal variance in the first and last k components can
be used to discriminate between the two classes. It should be remarked that k£ depends on
the classification problem under consideration.

Based on the CSP technique, we design discriminating functions g,, for every action
a and b with a # b. First we calculate the CSP transformation W,;, , then we apply
W, to each action sequence of class a and b. Afterwards, for each action sequence the
normalized temporal variance in the first and last kK components is calculated. This results
in a single 2k-dimensional vector, normalized for the length of the sequence. Next, we
calculate the mean of these training vectors for action a and b, @ and b, respectively. In
order to compute g,,(x) for a new action sequence x, we use the same procedure and
first apply W,,, to x. We then calculate then calculate the normalized variance in the first
and last k components, which gives a vector x” of length 2k. Finally, g,;(x) is defined as
follows:
16 =Xl = lla = X'l

16 = x|l +lla — x|

ap(X) = ey

Evaluation of a discriminant function gives an output in the [—1, 1] interval. Note that
8ap» + 8o = 0. Now the action sequence is classified by evaluating all discriminant
functions between pairs of a and b over all actions:

2a(X) = > 8ap(®) @)

a#b

and x is classified as action the action a for which g,(x) is maximal.

8.1.3 Results

The for evaluating the approach described above we used the Weizmann action dataset
(Blank et al., 2005). This set consists of 10 different actions, each performed by 9 differ-
ent persons (see also Figure 10). Each action sequence takes approximately 2.5 seconds.
There is considerable intra-class variation due to different performances of the same ac-
tion by different persons. Most notably, the run, skip and walk actions are performed
either from left to right, or in opposite direction. The trials are recorded from a single
camera view, against a static background, with minimal lighting differences. Binary sil-
houette masks are provided with the dataset.

On this dataset we performed a leave-one-out cross validation, where each of the 9 folds
corresponds to the all action sequences of one person. This gives 8 training sequences for
each of the 10 actions, hence for each discriminating function g,; there are 16 training
sequences. For the value of the hyper-parameter k (c.f. Section 8.1.2) we took the value 5.
The performance obtained by this approach is 95.56%. In total 4 action sequences were
misclassified.

We also tested our approach on a limited number of training persons and uses the other
persons for testing. The results can be found in Table 4.
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Figure 10: Example frames from the Weizmann dataset. Different subjects perform ac-
tions bend, jack, jump, p-jump, run, side, skip, walk and wavel.

Training Subjects Performance
64.72%
77.82%
81.83%
84.60%
86.63%
89.01%
91.39%
95.56%

LRI AN NP W

Table 4: Classification performance of our CSP classifier on the Weizmann dataset, using
different numbers of training subjects.

8.1.4 Conclusions and Future Work

The CSP based approach described above shows state of the art performance and gen-
eralizes well over unseen persons. Given it’s simplicity the training and classification
complexity are low, classification can be done in real time.

The next step will be to adapt the approach described towards actions relevant in the
AMIDA context.

8.2 Recognition of poses and gestures using motion trajectories

Work has also been conducted on methods for dynamic gesture processing (see Jifik,
2008). Since the number of all possible classes in AMI data and their inner-class vari-
ability are too big we limited our solution to a specific class. This class covers so-called
Speech Supporting Gestures (SSG). They were chosen since they provide information
about which parts of a speaker’s dialog they wish to emphasise.
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1=
g

() (b)

Figure 11: (a) Skin probability image and connected components. (b) Convolution kernels
(zoomed) and convolved images

As in many other image processing problems, this one can be divided into several stages.
The basic framework for dynamic image recognition is as follows: Single Image Process-
ing (region of interest, or ROI, localization) Dynamic Processing (tracking and dynamic
characteristics calculation and adaptation) Classification.

8.2.1 Single image processing

The aim here is to find the positions and sizes of image regions that correspond to body
parts.

The localization task is carried out using color-based segmentation. A Single Gaussian
Method trained from two sets (skin and non-skin pixel colors) outputs the Skin Probability
Image (SPI) where connected components are possible occurrences of ROIs (see Fig 11a).
Regions whose size falls below a certain threshold are discarded.

The remaining regions need to be assigned to body parts expected to be present in the
image. The number of persons in every sequence is assumed to be two and it is also
assumed that in the beginning of every sequence both persons remain in regular positions
(head above hands and hands not switched while each person occupies their own ‘half’ of
the image). This approach has proven to be sufficient for further steps in the recognition.

The positions of the participants’ hands can be refined by localizing palms instead of
hands (entire skin-colored regions). Suppose we have a sub-image containing a hand
which has been masked by an appropriate SPI. In such a sub-image there will be a flat
region of skin color corresponding to the elbow (and potentially arm) and a region with
a certain number of protrusions as a consequence of inter-finger distance and shadows.
Such finger (and hence hand) regions are detected by convolving the sub-image with a set
of kernels as in Fig 11b.

8.2.2 Dynamic processing

Once the hand regions are identified they are consequently tracked so their trajectories are
found using the overlapping boxes approach. The essence of this method is that in two
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subsequent images the two occurrences of the same object lie so close to each other that
the bounding boxes overlap.

By examining the trajectories, a certain degree of jitter was uncovered which could cause
unsatisfactory results in the recognition stage. To eliminate this, a double exponential
filter was employed which ensured that the positions of tracked objects remained stable
when in a rest phase, thus preventing unwanted sub-trajectories from being created. In a
dynamic phase (hand movement, etc.) it ensured a smoother trajectory.

8.2.3 Classification

Each sub-trajectory may represent some gesture therefore it is formalized by using a fea-
ture vector sequence. The two features used are velocities in x- and y-axis directions.
Over 30 trajectories were manually segmented and modelled using one Gaussian Mixture
Model for each of the two basic SSG classes: one for gestures in a horizontal direction
(Mpy) and one for gestures in a vertical direction (My). For every unknown sequence
O = (01, 0;...0,) the log-likelihood of being emitted by the horizontal or vertical model
can be computed as follows:

n

~1 M
p(OIMx)=Z 0g(p(oilMx)) 3)

n
i=1

where My is one of the SSG models.

As an auxiliary metric for validation of O belonging to a particular SSG class, we define
the periodicity of O in this manner: assume some vector w = (wy, w,...w,,) in which (w;)
are indices of winning distributions in model My for o; where My is the model with
higher log-likelihood p(O|My). The periodicity is then the number of sub-sequences
(Wi, Wiz1...w;) for which the following conditions are met:

i>21,j<n, j—i>C

Wi = Wiy Wherek =i...j— 1

Wil = W;

Wil #W;

In the first condition we can find a constant C which defines the minimal length of such a
sub-sequence (period).

It has been observed that the higher the number of periods, the more likely the unknown
sequence will be a SSG class representative.

8.2.4 Results and conclusions

Since the approach outlined in this article was focused only on one specific gesture class,
the number of false alarms is low and can be reduced even more by increasing the thresh-
old of periodicity measure for some activity being a Speech Supporting Gesture. Fig. 12a
shows the recognition of a vertical gesture.

The performance of our algorithm is also affected by the segmentation method. Fig. 12b
shows how a correct gesture trajectory may happen to be split into two separate activities
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(b)

Figure 12: (a) Speech Supporting Gesture and no-gesture activity. Blue trajectory denotes
the gesture/activity is led in vertical direction. The number at the end of each trajectory
is the periodicity metric. (b) A correct gesture missed due to wrong segmentation. Red
trajectory denotes the gesture was led in horizontal direction.

with low periodicity numbers.

Like in many other algorithms and methods on the field of image recognition this one
is very sensitive to parameter settings. However, when properly initialized it can give
good results. Some important steps remain to be improved: mainly exact effectivity and
reliability measures.
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9 Social Signals

Not only spoken words are containing information for participants in a meeting, also the
tone in the voice, the facial movements or gestures in Pentland (2004). These signals are
as important as the spoken words themselves (Pentland, 2007). In this section we describe
two research fields in the domain of social signals in AMIDA.

9.1 Multimodal Laughter Detection

We have worked further on laughter detector integrating the information from audio and
video. Some new results have been reported, including experiments using alternative ma-
chine learning techniques (Reuderink et al., 2008) and proof that using temporal features
is highly beneficial (Petridis and Pantic, 2008). The results aimed at determining the level
on which the fusion of the two modalities needs to be conducted are still inconclusive as
the results attained for decision- and feature-level fusion are highly comparable for the
selected portion of AMI data. We intend to conduct a broader experimental study using
larger portion of AMI data as well as a portion of SAL data, in order to test the generalis-
ability of the developed method.

9.1.1 Conclusion and Future Work

Continuation of the research on audiovisual laughter detection. The level on which the
fusion of audio and visual modality needs to be conducted remains a challenging prob-
lem. Modeling temporal correlations between the two modalities is another important and
challenging issue to be researched for the rest of AMIDA.

9.2 Dominance/Activity Detection

In every group of people a ranking of the people is established which is derived from the
different social signals of the participants after a very short time. Two of the important
factors for the ranking are the dominance and activity of the persons. These levels of
dominance/activity should be detected by using pattern recognition methods as hidden
markov models. Compared to earlier work in AMI (Rienks and Heylen, 2006; Zhang
et al., 2005) we are using low level features for the recognition.

9.2.1 Evaluation of Annotation

A small test set for inter-annotator agreement was used for the evaluation. This set was
annotated by five different persons and best average kappa value one annotator against the
rest is 47.4%. If only two of these five annotators are compared the kappa increases to
60.9% which is a moderate agreement. Therefore the annotation seams to be quiet robust
and consistent, so that it can be used for the training of different statistical models.
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Figure 13: Visualization of applied global motion feature (Arsi¢ et al., 2007)

Table 5: Evaluation of different Hidden Markov Model and feature configurations.

Model and feature RR (in %) FER (in %) AER (in %)
configuration

Audio, S=20 54.9 47.7 47.2
Global Motion, S=20 36.6 63.7 64.4
Skinblob, S=20 28.6 71.3 66.6
Audio & GM, S=20 49.2 55.8 63.6
Audio & GM & SK, S=20 429 57.0 61.9
GM & SK, S=20 40.5 60.1 60.7

9.2.2 Features

One of the features we use are global motions (Zobl et al., 2003) which are calculated
on each full image and on a fixed sub region of each frame. The main drawback of
this approach is that the information about the face or hand positions are not applied for
adjusting the sub region. The new features which are described in Arsi¢ et al. (2007)
solve this problem by using a Rowley approach for finding the face and a condensation
algorithm for face tracking in the video stream. The face is split into three parts, shown
in stage two of figure 13, and for each of them the global motions are calculated. In a
third stage the face is removed from the image and the hand movements are estimated by
again using the global motions. And so we got six parts from each video stream where
the global motions are calculated from.

An additional semantic feature we are applying to the dominance/activity detection are
slide changes. Therefore a region in the centre view is defined, where the slides are
shown on the screen, and in this region fast changes are detected. This feature should
help us to segment the meeting into smaller parts, where the level of dominance could be
estimated.

9.2.3 Results

Table 5 shows the achieved rates for different models and different feature combinations.
The table points out that the most relevant information comes from the audio channel.
The model with only audio information achieves the best result with 47.7% frame error
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rate. The models which are using visual stream only are not as good as the audio one.
The combination of acoustic and visual features does not lead to further improvements of
the results. If both visual features are combined the frame error rate decreases about three
percent absolute from 63.7% to 60.1%.

9.2.4 Conclusion and Future Work

Initial results indicate that the models and features are not yet optimized for the problem
of dominance/activity detection in meetings. Work will focus on improving these.

Therefore more evaluations about the different feature groups and the influence of them
has to be evaluated. Also more complex and more optimized models will be used in the
future. An online version of it is currently depending on the development of the algorithm
which extract the features from the audio and video streams. The used approach should
be capable for a online system but some adaptation will be needed.

9.3 Overview of Methods for Human Spontaneous Behaviour Analysis and So-
cial Signals Processing

An AMIDA team and their colleagues from the MIT and the University of Illinois at
Urbana-Champagne published a ’state-of-affairs’ paper on how far are we from attaining
automatic analysis of human spontaneous behaviour, necessary for realisation of human-
centered intelligent interfaces (Pantic et al., 2008). With her colleagues from the IDIAP
and MIT, Maja Pantic published a survey about social signals, their function and how they
can be analysed automatically (Vinciarelli et al., 2008a,b). To the best of our knowledge,
these are the first survey papers ever published on this topic. The team is working on an
extended, journal version of this survey.
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10 ICT in Healthcare Team Communication

This work presents a different application for AMIDA technologies social science research
and intervention in meetings. Traditionally AMIDA has focused on fast meeting review
and teleconferencing applications.

Through our manual encoding method presented here we can test the utility of AMIDA
technologies for social science research and healthcare team communication interven-
tions.

10.1 Introduction

Healthcare teams are associated with improved outcomes for patients (West et al., 2002).
The increasing complexity of healthcare requires teams who have highly developed cre-
ative problem solving abilities (McFadzean, 2002). Creative solutions emerge out of the
interactions between people (Kinnaman and Bleich, 2004). Consequently observing how
health professionals interact is a growing area of research (Ellingson, 2003).

The extraction and processing of observational data from video or audio is resource inten-
sive (Yin, 1984). For example the extraction of basic data on the quantity and sequence
of contributions made by meeting participants requires intensive human processing to
identify who is speaking and for how long, speaker sequence and turns and who are the
dominant group members. Consequently there lies an important role for Information
and Communication Technologies (ICT) in this area. This includes the development of
algorithms to automatically code interesting events and process the logs of events to ex-
tract useful statistics. As well as being more efficient, ICT could facilitate interventional
projects where rapid or real-time feedback to participants on their mode of interaction is
required.

This work will demonstrate how we can recreate the key events related to quantity of
contribution in a team discussion automatically. In Section 10.2 we describe both the
manual and automated processes and later we compare the automatic process with the
manual process.

10.2 Methods

Meetings of up to eight participants were recorded. They were conducted in a variety of
room sizes and shapes. Some participants participated remotely through a speaker phone
in conference call mode. Typical meeting length ranged between one and two and a half
hours.

10.2.1 Manual Encoding

For manual encoding, two HD video cameras (Sony HDR-SR7, built-in microphone MI-
CREF LEVEL set to NORMAL, built-in NP-FH100 battery pack for power supply, VCL-
HGO0737C wide conversion lens x0.7) on tripods recorded the meetings from opposite
corners of the room.
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The video, in highest quality Sony AVCHD format, was converted to 44.1 kHz .wav audio
format and SD .wmv video format using ImMTOO MPEG Encoder Standard v. 5.1.2.

The two .wav audio files were imported into MathWorks MATLAB R2008a and sim-
ple cross-correlation was used to determine the time offset between the two video files.
The result was written to a .txt file. This is much faster and more accurate than manual
synchronisation.

The two .wmv video files were imported into Noldus Observer XT 7.0, along with the
time offset, and speaker times were manually logged from the two video views.

10.2.2 Automated Encoding

Eight (2 x blue, 2 x green, 2 x pink — most popular!, 2 x black) Apple iPod Nano 8GB 3rd
Gen. (v. 1.1.3 firmware, voice memo record quality set to HIGH, Sony ECM-C115 tie pin
microphone with windshield, Belkin TuneTalk amplifier) were used to record 44.1 kHz
.wav audio files for automated encoding.

An iPod was fitted to each speaker, with the microphone placed approximately 10 cm
below the mouth pointing upwards. The microphone from another iPod was placed near
the telephone speaker.

The .wav files were imported into MATLAB. Simple cross-correlation was used to ap-
proximately synchronise each pair of recordings. Each 100 ms of the recording was
further cross-correlated to obtain the correct synchronisation time offsets for the domi-
nant speaker/noise during that time. An algorithm was employed that used a threshold
at various auto-correlation and cross-correlation metrics for each 100 ms, to obtain the
dominant speaker or silence for that 100 ms. The algorithm rejected non-mutual sounds
such as microphone movement noise that were negligible in other microphones. Finally
silence periods during a single speaker talking such as breath periods were filled in to
obtain what humans interpret as continuous speaking.

10.3 Results

Results of manual and automated encoding were in the following form:

Event Time Start Time End Manual Data Extracted Automated Data Extracted

1 0.1 sec 0.3 sec A coughs A speaks
2 4.1 sec 12.1 sec B speaks B speaks
3 12.1 sec 13.2 sec B + C speaks C speaks
4 13.2 sec 62.7 sec C speaks C speaks

Time saved by automated encoding is approximately two to three hours per hour of
recorded video.

10.4 Discussion and Conclusion

Efficiency: Automated methods have the potential to significantly reduce the time re-
quired to code observational data for team interactions. Use of iPods prohibit real-time
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processing however they are smaller, simpler and more fashionable than devices that
transmit rather than store microphone audio.

Accuracy: Manual coding identifies multiple speakers talking at the same time whereas
the automated method presented here only determined the loudest speaker at one time.
It also interpreted some mutual non-speech sounds as speech. The automated procedure
provides excellent time precision. While the use of iPods is more intrusive than video
recorders, they enable close to 100% accuracy in speaker segmentation. Speaker segmen-

tation from a single audio channel is difficult and currently has approximately 20% error
rate (AMIDA, 2007).

While at an early stage, we have demonstrated that the automated analysis of audio im-
proves the efficiency of data extraction from video. The next stage for the research will
enable faster processing that reliably segments multiple speakers to allow future real time
analysis of meetings. In parallel to this will be our identification of proxy signals for team
interactions to allow future real time analysis of meetings. The future benefits of real-time
ICT in healthcare team communication include interventional studies of team interactions
and the rapid review of meetings for late participants. While we are focusing our work on
healthcare team communication, the same techniques may be useful for meetings in other
contexts.
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11 Motion tracking and visualisation

TNO Science & Industry focused on the visualization of information regarding a specific
kind of multiparty interaction: a group of professionals working towards a secure envi-
ronment in a soccer stadium. This topic is introduced in deliverable D4.2, Chapter 11,
‘Motion tracking and visualisation’.

11.1 Goals

The first goal of this research is to develop concepts, based on our previous work for
AMIDA to assist security staff with handling the data overload around a match. This
data overload takes place directly around the game, but also when training, (de)briefing
and evaluating the performance of the staff on other moments. Although the events in
the game itself might influence the security situation, currently, this research does not
concern the game itself. The second goal is to demonstrate innovate ways of visualizing
the information in it’s context. This is being taken to it’s extreme by incorporating state
of the art 3D technologies.

11.2 Recording

This year, we focussed on obtaining a dataset from a soccer game. An instrumentation
plan for the command room of soccer club ADO The Hague was written. The goal was to
obtain data that would enable us to automatically detect and classify events and behaviour
inside the command room. Additionally, data from the security camera’s is used to present
the interaction in the command room in the context of the events outside of the command
room.

11.3 Analyzing: motion zones

When collecting these amounts of data of a single event — the soccer game — it is obvious
that several types of data analysis can be done. In previous AMIDA work we presented
‘motion zones’ over time in a ‘segmentlist’. This is a very robust approach to analyzing
huge amounts of video, while incorporating advanced pattern recognition. The same
approach was applied here.

11.4 Visualization

The second use for this data is to show it in the spatial context. To this end we had a 3D
model made of the stadium. In this model, we placed the video streams according to their
respective camera’s in the real stadium. This gives the user the impression that they are
looking at a coherent flow of information.
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11.5 Dissemination

This model, together with a selection of the video will be put in a visionary short video.
To this end we wrote a movie script that clearly conveys the message to interested parties.
This video will showcase the broad range of possibilities when a data-overload is turned
into an immersive and interactive information management tool. We intend to invite in-
terested parties to discuss the implications of this research and to discuss the value-chain
that is in effect here.

11.6 Future work

We intend to build a service that would allow us to analyse a complete soccer game, and
provide interested parties with summaries and searchable databases for the purpose of
training and evaluation. Additionally, we intend to do research on event detection and
signal processing.
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12 Summary and future work in WP4

WP4 is concerned with the development of reliable audio, visual, and audio-visual inte-
gration and recognition tools for the automatic extraction of information from raw data
streams. This involves multistream fusion, synchronisation, and recognition methods
from the different audio-visual information sources.

This report shows how new algorithms have been developed or existing algorithms adapted
and extended to process data from the AMIDA domain. Furthermore, it shows how such
algorithms and been adapted to address realtime requirements.

The progress made in the second year and associated future plans for the seven main
research themes is described below.

12.1 Automatic speech recognition

The primary focus of work during the last period is on achieving a real-time on-line
speech recognition system: a working HUBable on-line ASR system is now available.
Other work includes general ASR system improvements, the enhancement of the AMIDA
ASR infrastructure so that future ASR R&D work can be performed more efficiently
and a continued effort to disseminate AMIDA ASR technology to the general research
community (webASR, Bob and CTS tutorial). Furthermore, AMIDA technology has been
evaluated through participation in the Dutch LVCSR evaluation N-best 2008 (Karafidt
et al., 2008).

The real time ASR system will be developed actively to increase speed and robustness. In-
vestigations are ongoing into suitable normalisation techniques for on-line features. Time
synchronisation needs to be addressed. In particular, we expect the beamformer to create
particular online segmentation difficulties that will need to be addressed. The real time
system will also take on a diarisation component.

The webASR system will be tested by a number of individuals (both within AMIDA and
external to the project). Once this process has been completed and any necessary alter-
ations have been made, the system will go ‘live’ and be available to the general public.
Throughout these two stages (testing and initial release) we will investigate other features
which can be incorporated into the system.

12.2 Keyword spotting

The work in the area of keyword spotting and spoken term detection in the last period had
three important parts: construction of hybrid recognition networks for combined word and
sub-word recognition (and hence indexing and search), integration of acoustic keyword
spotter into the Hub infrastructure and improvements of the system for detection of out-
of-vocabulary words in the output of speech recognizer.

In the next period, the use of multigrams for acoustic on-line keyword spotting will be
investigated, which should be significantly better than the current use of phoneme-based
models. We will also investigate more deeply the issues of score normalization and cali-
bration.
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12.3 Speaker diarisation

The robustness of the offline system was improved further by the use of Modulation-
filtered Spectrogram (MSG) features, giving over 20% relative improvement in Diarisa-
tion Error Rate (DER).

In a first series of experiments we studied how some parts of the ICSI Speaker Diarisation
offline system could be simplified or replaced without a significant loss of performance so
that online processing would be possible. An initial form was tested on AMI data using
non-overlapping 2 second windows, and gave comparable results to the offline system
using only 50 seconds of training for each speaker.

We are planning to make further moves towards online processing, investigating the use
of a Universal Background Model (UBM) and its robustness to different meeting rooms.
Furthermore we are planning to consider alternatives to conventional beamforming algo-
rithms like feature-based channel combination.

12.4 Focus of Attention and Tracking

VFOA recognition

A new model has been developed that uses head pose posterior distribution over the entire
head pose space to infer VFOA instead of single head pose allowing a better head pose
information representation. A new module for joint head tracking and pose estimation
of a single person has been developed which runs close to realtime and integrates a face
detector for automatic (re)initialization. Future work will focus on achieving realtime
face detection performance for medium-high resolution images and to improve head pose
estimation accuracy. In addition, we plan to design a realtime VFOA recognition module
to add in cascade to the head pose estimation one.

In the next period, we will also investigate whether the introduction of conversational
events (monologue, dialog, group discussions) as context for our model can be profitable
for VFOA recognition. Our current model make use of speaking status which might be
temporally short and noisy to characterize VFOA dynamics. Furthermore, recognizing
the conversational events will be a first step toward addressee detection.

A demonstration scenario for our system has been defined. In the demo the real time
VFOA recognition system will be used for addressee identification in collaboration with
University of Twente.

12.5 Identification of persons

12.5.1 Audio-based

Three systems were submitted to the NIST SRE 2008 evaluations. The primary system did
very well compared to the other submissions. Future work will investigate the robustness
of speaker identification across varying channels and from short speech segments. Work
on production version of SpkID is also planned, so that this technology could be integrated
into AMIDA demonstrations.
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12.5.2 Video-based

Object detection and identification algorithms using the AdaBoost (WaldBoost) classifi-
cation methods have been improved. The new features’ computational aspects have also
been investigated on CPU (PC platform), GPU (NVidia platform), and FPGA platforms.

AMIDA participated in the NIST TRECVID evaluations initiative with all four tasks (clas-
sification of scenes, video summarization, video queries, and copy detection). From the
tasks evaluated so far, our scores were among the top scores and while the evaluation
results cannot be disclosed, AMIDA performance is above average. Future work will in-
vestigate the automatic identification of more general meeting environments in order to
allow automatic recognition of the meeting room topology (and possibly also partially
determining its geometry).

Several protocols for close-set and open-set identification experiments have been inves-
tigated. A number of experiments were conducted which showed that the generative
approaches (GMM for instance) were more robust to the variation of face pose and back-
ground than the discriminative approaches (PCAXLDA). As future work, we will inves-
tigate non-frontal face identification. More precisely, it should be possible to design a
system with a pose estimator and a generative model per pose. We will then be able
to evaluate on the entire videos and not to restrict to a subset of frontal faces manually
selected.

12.6 Gestures and Actions

Building on the work described in the AMIDA deliverable D4.2 we extended the approach
on pose estimation towards human action recognition. The main ingredients of our ap-
proach are HOG-like silhouette descriptors (Section 8.1.1) and Common Spatial Patterns
for a discriminative approach to action classification (Section 8.1.2). This approach results
in a score of 96% on a standard action data set. Moreover reasonable performance can be
obtained by only training the recognizer on only a small set of persons. Future work will
focus on adapting the approach described towards actions relevant in the AMIDA context.

Further work will also be conducted on the modelling and classification of motion tra-
jectories, including gestures, using HMMs. HMMs of classes of behaviour are created
using annotated trajectories. The early results of this research indicate that the informa-
tion about complex object behaviour of objects — including the motion and gestures of
humans — can be discovered (Mlich and Chmelat, 2008; Mlich, 2008). These existing
approaches will be applied to the AMIDA domain.

12.7 Social Signals

Work has continued on laughter detection integrating the information from audio and
video. Some new results have been reported, including experiments using alternative ma-
chine learning techniques (Reuderink et al., 2008) and proof that using temporal features
is highly beneficial (Petridis and Pantic, 2008). Continuation of the research on audiovi-
sual laughter detection. The level on which the fusion of audio and visual modality needs
to be conducted remains a challenging problem. Modeling temporal correlations between
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the two modalities is another important and challenging issue to be researched for the rest
of AMIDA.

Automatic recognition of participant dominance and activity using pattern recognition
methods such as HMMs has been investigated. Initial results indicate that the models
and features are not yet optimized for the problem of dominance/activity detection in
meetings. Work will focus on resolving this issue. Furthermore, more complex and more
optimized models will be used in the future. An online version is being pursued.

12.8 Summary

Important progress has been made in all seven main research themes in the second year
of AMIDA, most notably the availability of realtime, online automatic speech recognition.

Beside these seven main research themes, we also addressed side topics of motion track-
ing and visualisation in a soccer control room (Sec. 11) and ICT in healthcare team
communication (Sec. 10) to show how AMIDA research results and algorithms can be
transferred to problems outside the meeting domain.
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