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D1.3: Qualitative Analysis of Interactions in Face to Face
and Remote Meetings

Abstract:

This deliverable presents Amida WP1 work on qualitative analysis of interactions in face
to face and remote meetings. It covers a number of research areas: subjectivity in deci-
sion making discourse, speaker listener interactions, the function of deictic expressions,
addressing and turn-taking, the role of annotators in the research in computational mod-
els of human conversational behavior. The report contains some recommendations for
meeting support technology based on our findings.
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D1.3 Analysing Meetings

1 Introduction

Amida is a research project that aims the automatic identification and classification of
human conversational behavior. The specific application area chosen is that of interac-
tive behavior in small group meetings. Amida will show how the research on automatic
multi-modal recognition can be used to support humans to have more effective meetings.
The main technology tracks should lead to: (a) the automatic production of meeting sum-
maries, the storage, retrieval and presentation of meeting content, and (b) the support of
remote meeting participation.

These technologies require our understanding and models of meeting behavior. Thus one
of the aims is to find the appropriate structures of meeting embedded discourse, to provide
a basis for computational models of regularities in behavior that can lead to automatic
classification of these behaviors (WP4 and WP5). Such models should model for example
the relation between speaker’s gaze behavior during the utterance and addressing and turn-
giving.

Another result of this work package’s analytical groundwork is the development of an-
notation schemes that are used for obtaining annotated data to build supervised machine
learning classifiers on. Insight obtained in the mechanisms that play in human-human
communication in face-to-face and remote meetings, are usefull for understanding the ef-
fects of impaired communication channels (lack of good quality audio and video, caused
by network delay or a static camera view) on the quality of the interaction and eventually
on the quality of the group and the group’s achievements. This informs the engineers what
technologies they could build to support meeting behavior, to overcome these communi-
cation problems.

The data that we analysed consists of:

• Scenario-based face-to-face design meetings. The AMI corpus Carletta [2007],
Post et al. [2004].

• Scenario-based remote design meetings, where 3 people are in the same room and
one participant is remote. The b and c meetings of the Amida corpus.

• Scenario-based remote design meetings, with two designers discussing a prototype
of a device. The X meetings of the Amida corpus (see section 5)

• Three participant remote meetings with two in the same room and where the re-
mote participant is represented by a robot (section 6).

It is nowadays a platitude to say that conversations are embodied, social behavior, joint
and situated activities between speakers and listeners, embedded in all kinds of other
activities that the partners are involved in. Understanding conversations involves all these
aspects. In the following we shortly review these aspects of conversations.

Communication is embodied Whether we want or not, our body, posture, stance,
facial expression always presents in some way or another our internal vegetative and cog-
nitive live, our mood, feelings, the way we receive and evaluate impressions from our
environment, for others with whom we are physically present, others for whom we are
observable. For others our observable body expresses our personal being. This physical
co-presence in sharing with others our practical life is the basis for every form of commu-
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nication. Language comes into being where we explicitly use our body to present some-
thing to someone else, by means of a gesture. Communication then becomes more ex-
plicit through the use of gestures, words, sounds that become pointers to objects, feelings,
for others with whom we share the practice in which these gestures are made. Gestures,
sounds, pictures, become a language if they are recognized and re-used and memorized in
a community for which they stand. Language is essentially a social entity, in that it exists
and evolves through interaction in social practice.

Communication is a joint activity While speaking speakers monitor the audience
and respond to the signals that addressees and other listeners send simultaneously to the
speaker. These signals tell the speaker if and how his words are received. Is it clear what
he says? Do they agree with what he says? How do they assess his message? The listeners
on their side monitor the speaker not only to see and hear what he is saying but also to see
and hear if the speaker is receiving their attention and the way the listener perceive the
speaker’s message.

Grounding is a central proces in every form of communication Clark [1996], Cahn and
Brennan [1999], Schegloff [1982], Traum and Heeman [1996], Traum [1994], Paek and
Horvitz [1999]. Grounding is the way that interlocutors establish common ground, or
shared belief. They do not start from scratch however when they start a conversation or
meet each other. They also build on common ground: assumptions about shared knowl-
edge, rules of conduct, they are members of a social community that shares a language.

Grounding operates on all levels of communication. The physical level is the signal pro-
cessing level. If there is no channel of communication then there can be no audio or visual
contact between the partners. A second level is the level of attention. Does the other part
listen to the channel? Is he aware that he is spoken to? Another level is that of understand-
ing: does the other side understand what was said or is there mis-understanding? And
finally, there is the level of reception: how did the other receive the message? On all these
levels grounding operates and mutual feedback is required. Synchrony, or co-temporality
of events is a foundational requirement for grounding. We experience two events that
frequently happen at the same time as somehow related to each other. Co-temporality
is a strong indication for some “internal” relation, or that both participate in one and
the same action. Audio delay in mediated and asynchronous communication leaves more
room for uncertainty of mutual participation in the same activity, because we miss the
co-temporality of the act of speaking and the re-action, so we are not sure anymore that
there is a direct relation between the two. The experience of presence is basically the ex-
perience that we have if we press our hand against the wall and at the same time we feel
the wall pressing our body. Or, if we open our eyes and see the world as it is at the same
time we perform this act.

Grounding is basic in the way speakers select the way they refer to things and ideas. To
objects in the environment as well as to ideas or events. Does a local meeting participant
include the remote participant when he uses the word “we” ? Using this reference means
that the speaker assumes that his listeners know who he refers to. But do they? If someone
says “the yellow box” pointing at the slide shown on the slide screen in the meeting room
does he care about the remote participant? Whether or not he can use this way to refer to
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the object depends on 1) whether he sees the remote participants as a participant (if not
an addressee than at least a side-participant) or as an overhearer. Or does he even not care
at all about the presence of a remote participant? The same way as people are often not
aware of the presence of a camera in a public place.

Communication is situated In conversations partners refer to the situation that they
believe to share. In section 5 we analyse how people in a remote design meeting use hand
gestures, and point at physical objects and drawings in discussing a design prototype. In
section 4 we study eliciting acts, how they are addressed and embedded in the course of
action and how we can match elicit act and responses to it. Also responses to eliciting acts
sometimes only consist of a non-verbal act. That makes the automatic task of matching
these paired actions a multi-modal processing task.

Communication is a social activity Interaction involves individuals, and these are
members of several communities. Asking, requesting, warning, they all are social activi-
ties, in the sense that they express a relation between individuals. Two peoples can have
different roles and they often stand in different relations to each other. Not everybody
talks with everybody about everything, not about the same things, and not in the same
way either. The way people interact, talk to each other, or not talk to each other, expresses
their relation. The stance that a speaker takes towards his addressees, can change with the
role and the relation they have. Goffman refers to this changing of stance, and roles, by the
word “footing”, Goffman [1981]. Participants over the course of their speaking constantly
change their “footing”. He gives a rough summary of what is involved (Goffman [1981]
p.128):

1. Participant’s alignment or stance, posture, or projected self is at issue.
2. The projection can be across a strip of behavior that is less long than a grammatical

sentence, or longer. Prosodic, not syntactic, segments are implied.
3. Changes can range from gross changes in stance to subtle shifts in tone
4. For speakers, code switching is usually involved, and if not then at least the sound

markers that linguists study: pitch, volume, rhythm, stress, and tonal quality.
5. The bracketing of a “higher level” phrase or episode of interaction is commonly

involved, the new footing having a liminal role, serving as a buffer between two
more substantially sustained episodes.

Here is an fragment from one of the Amida remote meetings, that illustrates how a change
of footing or stance is expressed1.

3 A > C( ELI ) : Lawrence , can you h e a r us ?
4 D > G(CAU) : What does he say ?
5 C > A( INF ) : Yeah I can h e a r you ,
6 C > A(ELC) : can you ?
7 A > C(CAU) : Yeah I can h e a r you .
8 D > C( ELI ) : Can you h e a r me ?

1. The appendix contains the complete transcripts of meetings ED1005b and ED1005c. The linenumbers
in the fragments that we use in this report to illustrate and that come from these transcripts, refer to the
numbers in listings in the appendix.
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In 4 speaker D refers to Lawrence - the remote participant - by the third person pronoun
“he” - addressing the group, excluding the remote participant from the “we” and “use” of
the local group. In 8 his stance has changed. Now, that he is confident that there is a line of
communication, he is directly addressing Lawrence, using the second personal pronoun
“you”. Moreover, he does not say “can you hear us”, but: “can you hear me”.

How do local partners in hybrid meetings refer to remote participants? How do they ad-
dress the remote participant? How do remote partners address local participants? In sec-
tion 7 we look at the participation of the remote participant in remote meetings. Section 3
is about the way speakers express their stance towards the group and others by means of
deictic expressions. Section 2 is about the way speakers express their own or the group’s
stance towards some target.

Speech acts differ not only in their illocutionary force or expressive force but also in the
way they are directed to others, in the type of addressing, in the way they express that the
speaker wants to convince or warn someone in particular, or ask or request something to
someone in particular. This selective directness shows in postures, head movement and
eye gaze and sometimes in the use of a specific style of addressing. In section ?? we will
discuss ways in which partner in conversation address each other, focusing on the relation
between turn-giving and addressing of eliciting acts.

1.1 Can we rely on annotated data?

In our analysis we use annotated data. Does this data allow us to infer conclusions that
are valid for a larger set of events than the data we analysed? In other words: can we
abstract from the specifics of the design meetings and the settings in which they have
been recorded? And, can we abstract from the specific annotators that have annotated this
data? Or: are annotators replaceable by other annotators, and deliver annotated data that
lead us to similar conclusions about the content of the data?

Let us reflect a while on the latter question. It is a serious question in all research that
relies on annotated data (see Krippendorff [2004] and Carletta et al. [1997a]). As an ex-
ample we look at speech act annotation. In principle, the number of different speech acts is
unbounded. Moreover a speech act is a multi-faceted act, the speaker can express a num-
ber of different intentions at the same time. But, every model of speech acts forces us to
distinguish a small number of different categories and confronted with a concrete speech
act it is often a tour de force to decide what is the category that best fits the intention of the
speaker. However large or multi-dimensional the scheme is, the decision to call it an act of
type X or Y will often be arbitrary. What is true for dialogue acts also holds for addressing
(does the speaker address the group or some individual?) and for dialogue act segmenta-
tion (to these words express two different dialogue acts in a sequence or one?), and maybe
for every form of classification into a fixed number of fabricated abstract classes.2 What
categories we distinguish depends on the aim of the annotation. In the AMI Dialogue Act
Scheme for example no distinction is made between opinions and informs, so that for the

2. Note that the AMI Dialogue Act Annotation Procedure (AMI Consortium [2005]) confronts the anno-
tator who has to segment the utterance “As John said this morning, correct me if I’m wrong (directing to
John), we shouldn’t take this too seriously.” (directed to Mary), with a nasty problem, since the scheme
doesn’t allow discontinuous word sequences as dialogue act segments.
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research in the ways people express their opinions a new annotation scheme had to be
developed (see section 2).

If we evaluate a machine classifier trained on a set of annotated data, we have to be aware
of the non-computational character of the classification that human annotators were forced
to perform. Participants in a conversation can have different interpretations of the inten-
tion of the speaker, (some speech act have different functions for different addressees).
This sometimes, but not always, reveals in the course of the conversation. What holds
for participants, addressee and overhearers (Clark and Schaefer [1992]), also holds for
outside observers, remote participants, and for human annotators as well. Shouldn’t we
expect that different observers see different things? But if that is the case how then do
we assess the outcome of a machine classifier, or a machine that is trained to produce a
summary of the decisions made in a meeting? What authority does it have in saying how
to interpret a contribution of a speaker in a conversation?

These questions that fit in a reflection on the methodology of research that aims at de-
veloping technology based on computational models of human interactive behavior have
been part of the work of WP1. The results of this research is reported in a journal papers
Reidsma and Carletta [2008], a PhD thesis Reidsma [2008] and in workshop proceedings
Reidsma et al. [2008], Reidsma and op den Akker [2008].

This report concludes with a section where we give some implications of our findings for
the development of technology that aims at improving the participation and effectiveness
of remote meetings. These could be taken as recommendations for the User Engagement
and Floor Control demonstrator being developed in WP6. We end with a section in which
we present our research plans for the final year of Amida.
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2 Subjectivity

Opinions, emotions, agreements, disagreements, and other types internal mental and emo-
tional states (private states) are a crucial part of communication. Within the context of
meetings, being able to recognise and understand when such private states are being ex-
pressed is critical, both for the meeting participants seeking to have an effective meeting
and for applications tasked with helping to facitilate the meeting or retrieve information
from meeting archives.

When a meeting involves remote participation, communication and interaction naturally
must adapt to changes in the communication medium. How the expression and recognition
of private states changes with remote participation is an important question. For some
types of subjective content, e.g., direct statements of opinions and sentiments, we might
expect fairly little change. A direct expression of an opinion or sentiment will likey be
the same whether the communication mode is face to face or over a remote channel.
However for other private states that may be expressed less overtly, such as agreements
agreements and disagreements, differences certainly may be expected as participants seek
to overcome the challenges posed by remote communication.

In this section, we investigate how the expression of two particular types of private states,
agreements and disagreements, may differ in the remote versus face-to-face setting. Previ-
ously, we developed an annotation scheme for marking various types of subjective content
in multiparty conversation Wilson [2008]. Although this annotation scheme distinguished
positive and negative subjective content, it did not specifically represent agreements or
disagreements. Thus, we first modify the AMIDA subjectivity annotation scheme to bet-
ter represent agreements and disagreements, and then use the revised scheme to mark
agreements and disagreements in 12 AMIDA meetings, four of which involve partici-
pants. With these new annotations, we then consider what effect remote participation has
on the expression of agreements and disagreements.

2.1 Representing Agreement and Disagreement

The AMIDA scheme for marking subjective content in multiparty conversation has three
main categories of annotations, subjective utterances, objective polar utterances, and sub-
jective questions. Each of these main categories are further divided into subcategories.
Table 1 gives the categories used in the original version of the scheme.

In the original version of the AMIDA scheme, agreements and disagreements were in-
cluded in the positive subjective and negative subjective categories. Specifically, the posi-
tive subjective category included agreements, positive sentiments (emotions, evaluations,
and judgments), positive suggestions, arguing for something, beliefs from which positive
sentiments can be inferred, and positive responses to subjective questions. The negative
subjective category encompassed private states that are the opposite of those in the posi-
tive subjective category, specifically, disagreement, negative sentiments, negative sugges-
tions, arguing against something, beliefs from which negative sentiments can be inferred,
and negative responses to subjective questions.

For the revised version of the annotation scheme, we break out agreement and disagree-
ment from the positive and negative subjective categories and create two new categories of
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Subjective Utterances
positive subjective
negative subjective
positive and negative subjective
uncertainty
other subjective
subjective fragment
Objective Polar Utterances
positive objective
negative objective
Subjective Questions
positive subjective question
negative subjective question
general subjective question

Table 1: AMIDA Subjectivity Annotation Types

subjective utterances. The agreement category is used for marking utterances expressing
agreement with a previous statement, idea, or opinion, including expressions of private
states like concession, in which there is agreement even if it is reluctantly or grudgingly
given. Disagreements are the opposite of agreements, and include utterances that express
disagreement with a previous statement, idea, or opinion.

Verbal agreement and disagreement may be expressed in a number of different ways. For
example, expressions of agreement are not limitted to just positive words and phrases.
In the following example, participants D and B are agreeing with a negative sentiment
expressed by A. Although they are both agreeing, D agrees by uttering “no” and B agrees
by uttering a “yeah.”

A: And 〈 ; neither of them were very pretty〉 , you know?
D: 〈; No〉 .
B: 〈; Yeah〉 .

In the next example, disagreement is expressed with a positive subjective utterance that is
in contrast to the previous statement.

B: Okay, 〈 ; let’s have our buttons all be one color〉 .
D: 〈; Mm, 〈 ; I kind of like the buttons〉 〉.

2.2 Agreement and Disagreement in Remote versus Face-to-Face Participa-
tion
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3 Using Participant Deixis in Conversational NLP
This section is about personal pronouns and deictics in general (John Niekrasz - UEDIN)

The words I and you are the most frequently used lexical nominals in conversational En-
glish, from the Switchboard telephone conversations Godfrey et al. [1992] to the AMI
multi-party meetings McCowan et al. [2005], and in the British National Corpus where
they are in fact the two most common of any words in the “demographic” (i.e. conversa-
tional) subcorpus Burnard [2007]. Even in some textual sources, they are still by far the
most frequent. Google’s Web 1T 5-gram statistics Brants and Franz [2006] list I and you
as more frequent even than the word it. The word we generally falls within the top 10 most
frequent words as well. The frequent use of first- and second-person (egophoric) pronouns
in conversation is an indication of a dominance of personal beliefs and attitudes in con-
versational arenas. But how, when, and why are speakers using these words? And why
so frequently? What is the role of these words in conversation? And ultimately, within
the interests of this workshop community, how can they be modelled computationally and
used in conversational technologies?

We think person reference, particularly participant deixis, is an important, non-trivial,
but neglected area of research. It is our hypothesis that studying it is necessary for contin-
ued progress in the computational modelling of human-human conversation. In particular,
we expect that progress will have direct impact on three major problems in conversational
NLP: (1) determining the roles played by individuals in conversational activities and ac-
tions, (2) understanding participants’ beliefs, intentions, sentiments, and other attitudes,
and (3) segmentation and dialogue structuring at multiple levels. In this paper, we jus-
tify our hypotheses by presenting qualitative empirical evidence for each. We finish by
highlighting the central challenges and our ongoing work to solve them.

Problem 1: Participant roles in conversational activities and actions

Our idea to study person reference comes from previous research on information extrac-
tion in multi-party conversation Gruenstein et al. [2005], Purver et al. [2006a,b, 2007]. As
part of a broader project to extract and identify important information in organizational
meetings, Purver et al. identified action items – public commitments to perform a given
task – as one of the by-products of project meetings which are most important to partici-
pants. What these studies revealed was the need for a solution to the problem of resolving
references to people. Without such a solution, it would be impossible to summarise who
was responsible and to whom. Consider the following dialogue from a project planning
meeting:
(1) ISL–m063–u0680

01 SAQ: yeah. also, ’cause you said you were gonna send me an email about
how to set up our travel

02 HHI: yeah, I’m gonna send- yeah, I’ll send you the email uhm uhm when I go
back. send you the email. uhm and you’re gonna have to contact him,
and they have a travel agency.

03 SAQ: okay.

In this short extract there are 11 occurrences of the personal pronouns you, me, I, him, and
they and one occurrence of a possessive determiner our. Clearly, the ability to understand
this exchange relies heavily on the resolution of these expressions in context.
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Problem 2: Participant beliefs, sentiments, and other attitudes

The words I, you, and we are often used as discourse markers (e.g. I mean, you know),
as the subjects of mental and communication verbs (e.g. I [think—guess—dunno], you
[want—think—see]), and with modals (e.g. you [can—could], I [would—can], we [can—should—could]).
These contexts of use reflect the attitudes of speakers toward the subject matter, their own
thoughts, and the thoughts of others. Consider the following monologue within a project
design meeting:
(2) AMI–ES2002b–434.06s

01 B: well i think it’s a valid point
02 B: i mean like the one on the left looks quite uh quite complicated
03 B: and that p r t p r o t thing is incredibly confusing
04 B: uh so i see i see why you know you might prefer the simpler design
05 B: but yes you don’t want to lose out on you know what it does
06 B: so maybe you know
07 B: you know you get a lot of remote controls where you kind of flip the

thing open
08 B: i think that’s a good idea

This example highlights the need for distinguishing discourse markers from other uses. It
also highlights some other phrases which act as hedges and expressions of opinions.

Problem 3: Segmentation and structuring at multiple levels

Thinking of a conversation as an information-bearing object is very limiting. Neglecting
to consider it as action within situational, social, and interactional contexts impairs the
choosing of problems and the success of applications. For example, topic-based segmen-
tation of spontaneous speech is notoriously difficult for even humans to do. But annota-
tion schemes which model discourse structure in terms of the joint activity have far better
agreement Carletta et al. [1997b]. Participant deixis depends greatly on the joint activity
(e.g. sharing opinions, providing information, and narrating stories). As such, considering
participant deixis in models of cohesion and segmentation is likely to produce benefits.
At the same time, analysis of finer-grained structure like adjacency pairs will also benefit
from consideration of the contextual interpretation of participant deixis, exemplified by
the following dialogue:
(3) SWBD–2023–429.21s

01 B: oh your up in Memphis
02 A: no i used to be i’m in Texas
03 B: oh your in Texas oh okay i was i was going to go goodness they really

got uh this out far
04 A: i don’t know i don’t know how far it goes
05 A: are you in Texas
06 B: yeah yeah i’m down in Houston

Main challenges: ongoing and future work

Our work is currently in the annotation phase. Our first achievement has been the de-
velopment of a three-step annotation method as follows: (1) all participant references are
resolved (pronouns are classified for their referentiality, and non-pronominal and elliptical
references are identified), (2) the commanding syntactic unit is identified (commanding
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clause, phrase, or particle is marked and verbs and modals are marked where appropri-
ate), and (3) pragmatic functions of the units are marked (hedging, subjectivity, sentiment,
epistemic attitudes). By the time of the workshop, we expect to have completed our an-
notations and a quantitative corpus analysis.

We also expect to have preliminary results from machine learning experiments at the
time of the workshop. Our first use of these data will be experiments using CRFs to
do disambiguation and classification of each of the pronouns. Building on Gupta et al.
[2007], our main aim will be the integration of more meaningful features which make
use of the syntactic and attitudinal context provided by our annotations. We will also
be experimenting with unsupervised lexical chaining using resolved egophoric pronouns
rather than those in their original form.

Solving these problems will be difficult, despite some apparent simplicities. Gupta et al.
Gupta et al. [2007] show that the word you takes on a generic meaning about half of the
time in telephone and meeting conversations. And when referential, words like you, we,
us, and they have a multitude of (often vague or ambiguous) interpretations. Additionally,
resolution of referential you requires addressee detection and a model of turn-taking.

Despite the frequency, complexity, and importance of egophoric pronouns in conversa-
tion, computational linguists have almost completely neglected these issues. This neglect
is largely due to two factors. First, research has focused on non-conversational arenas of
language use. Second, previous computational treatments of this problem have relied on
naive rule-based methods which ignore the complexities outlines above. In other words,
these treatments produce poor results in human-human domains because they are de-
signed for human-computer dialogue systems and based on oversimplified assumptions.
But this is not to say that the subject has been neglected in non-computational research
areas. A wealth of literature exists, primarily ethnographic studies in conversation anal-
ysis. The principal challenge going forward will therefore be the transformation of this
knowledge into useful computational models.
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4 Eliciting Acts in Meeting Conversations
Most of the contributions in a conversation can only be properly understood in the dis-
course context. There are many aspects of context that can be relevant for this under-
standing. An important example of discourse dependency is that between questions and
answers. In answering a question the speaker often refers to words or phrases, that occur
in the question. Short answers, like “Yeah, that’s okay”, or “Ten” make a strong case.
Here we look at elicit acts, encompassing questions and requests. In particular we look at
how they are addressed by the speaker, and how knowledge about who is being addressed
can help in finding the match between elicit act and the responding act.3

The data that we used consists of a part of the AMI corpus of face-to-face scenario based
design project meetings, we refer to this part here as the AMI corpus, and a part of the
AMIDA corpus. The AMI corpus consists of 14 meetings. They are all manually anno-
tated with dialogue acts, focus of attention, addressing, and adjacency pairs (Schegloff

and Sacks [1973]. This corpus was also used by Jovanovic Jovanovic [2007] in her ad-
dressing research. The Amida part consists of 3 meetings that were annotated on the same
layers except for the focus of attention layer.4

Elicit Acts are typical a-parts of adjacency pairs, with responses as b-part. The AMI cor-
pus counts 243 adjacency pairs with an I-addressed elicit act as a-part and a b-part of
which the speaker is the addressee of the elicit act (thus, they have speaker-addressee pat-
tern ABBx where the x stands for either A, i.e. the addressee of the b-part is the same
as the speaker of the a-part, C, some third partner is the addressee of the b-part or G, the
group is addressed by the b-part of the responding act 5.

A rule in a model of turn-taking in face-to-face conversations, says that the speaker selects
the next speaker by addressing(see Sacks et al. [1974] and for a critical analyses of the
status of these “rules” in the SSJ-model of turn-taking see O’Connell et al. [1990]). Based
on this rule, a naive method to find the answer to a question would be: take the first speaker
turn by the one who was addressed in the elicit act that “follows” the elicit act (where
“follows” means: the start of the response act is after the start of the elicit act). Of the 243
adjacency pairs in the AMI corpus this method gives 196 goods answers, 47 are bad, a
performance of 81% correct. See the top row in the left (AMI) part of Table 2. Of the 82
adjacency pairs in the Amida corpus, this method finds the matching b-part of the elicit

3. Questions and request are examples of a type of speech acts that Searle called “directives” Searle
[1969]. They have the intention to direct the listener’s behavior. Asking someone a question, implies re-
questing the addressee to respond to that question. Although it is also the case that when a speaker gives
information while he is directing himself to a specific listener it has often the effect of eliciting feedback,
the “directives” are speech acts that more strongly request for a response than the other types of speech acts,
so that it is clearly marked behavior when the addressee does not respond. The fact that elicit acts are more
directed also shows in speaker’s gaze behavior and in speaker’s addressing behavior. We see that elicit acts
are more prominently addressed than most other types of speech acts. Human annotators show significantly
more agreement when asked about the type of addressing of elicit acts than when asked about the type of
addressing of other dialogue acts.
4. Note that for addressing annotation of the remote meeting corpus collected in the Amida project a less
elaborate procedure was followed than in the AMI project. The AMIDA procedure asked annotators only to
label those segments of word sequences of the speech transcription, that were individually addressed, where
in the AMI corpus addressee labels were attributed to (proper) dialogue act segments, where all dialogue
act segments together cover the whole word layer. See the Amida addressee annotation manual.
5. The notation is adopted from Gibson [2003].
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AMI
pattern GOOD WRONG Total
ABB 196 47(25s) 243
ABC 0 26 26
ABA 0 8 8
Total 196 81 277

AMIDA
pattern GOOD WRONG Total
ABB 57 25(11s) 82
ABC 0 18 18
ABA 0 2 2
Total 57 45 102

Table 2: Tables with performance of the naive method

a-part in 57 cases. In 25 cases the result is wrong. A performance of 70% correct. See the
top row in the right (AMIDA) part of Table 2.

It happens that more than one speaker responds to an elicit act in more than one act. In
general: acts can participate as an a-part in more than one adjacency pair. In 25 of the
47 wrong predictions the elicit act was a-part of only one relation. Interestingly, of these
there are 9 APs in the AMI corpus with a b-part that has a start time before the start time
of the a-part. In these cases our simple method -which, for obvious reasons, expects the
response after the elicit act- always gives a wrong answer. If we ignore these cases our
method still only finds the good answer in 82% of the cases. How can we improve this?
What is the position of these answers in the course of the interaction? do they always
follow the elicit act? Do they partly overlap with the elicit act? Are their other speakers
active in between the a-part and the b-part? Are all elicit acts actually responded by the
addressee or do others answer the question? What indices of the context of the act, and
what aspects of the elicit act, are relevant or made relevant by the act for finding answers
to these questions?

There are some preliminary questions to be answered as well. How do we find elicit acts
and how do we know that the act is I-addressed and to whom, so that we know what
speaker we have to attend to find the answer to the question. And, how reliable is the an-
notated material? Can we draw any conclusion that go beyond the personal interpretation
of the annotators? We found that I-addressed elicit acts have higher agreement between
annotators than other acts. In section 4.2 we present results from inter-annotator agree-
ment in this specific context.
6 Hence, there is not a fixed context in which utterances should be interpreted, instead
the speaker make specific aspects of context relevant. There is an interaction between

6. A quote from Stanton Wortham -
All approaches to discourse share a commitment to studying language in context. But
”context” is notoriously indeterminate, and different approaches to discourse analysis em-
phasize different aspects of context as potentially relevant to understanding language use.
The basic question for contemporary discourse analysts is: how do participants and ana-
lysts know which of an indefinite number of potentially relevant aspects of the context are
relevant to understanding a given utterance?

(http://www.gse.upenn.edu/˜stantonw/research/discourse-analysis.htm.)
Drawing particularly on work in linguistic anthropology, Wortham argues that an adequate answer to this
question must rely on the central concepts of mediation and emergence. Instead of following rules to make
their utterances both grammatical and appropriate to particular cultural contexts, speakers deploy indexical
cues that could have multiple meanings and hearers must infer which of several possible aspects of the
context are in fact relevant to interpret the utterance. Wortham [1996]
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Figure 1: The Dialogue Act Annotation (top-frame) and Relation Pair Annotation Viewer
(bottom frame). The Suggest act participates in four adjacency pairs.

contributions and what should count as context.

4.1 Annotation layers relevant for this research

The annotation layers relevant for this research are:

• Dialogue act segmentation and dialogue act labeling.
• Adjacency pair annotation: for example question answer relations.
• Addressing: who the speaker is talking to.
•

These layers are described in the AMI Guidelines for Dialogue Act Annotation, AMI
Consortium [2005]. Three classes of acts are distinguished in the AMI dialogue act anno-
tation scheme, with four types of eliciting acts. (For an abstract of the annotation scheme
with examples for annotators see Appendix 9.3.)

1. Acts about information exchange:
ELICIT-INFORM

2. Acts about possible actions:
ELICIT-OFFER-OR-SUGGESTION

3. Acts that comment on the previous discussion:
ELICIT-COMMENT-ABOUT-UNDERSTANDING and
ELICIT-ASSESSMENT.
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Table 3: Krippendorff alpha values (and numbers of agreed DA segments) for the three
pairs of annotators; for addressing, addressing of elicit acts, dialogue acts (all 15 DA
classes), and elicit vs non-elicit acts.

pair adr adr-eli da da-eli
a-b 0.50(412) 0.67(31) 0.62(756) 0.69
a-c 0.37(344) 0.58(32) 0.58(735) 0.64
b-c 0.33(430) 0.62(53) 0.55(795) 0.80

Figure 1 shows the Dialogue Act and Relation Annotation Viewer that we developed and
used for visualizing the annotations. The viewer allows to load multiple annotations from
different annotators of the same meeting so we can easily see where annotators differ in
their labelings. Notice that in the situation (from Amida meeting ED1002b) depicted in
the Figure, all four responses to the Suggest act, which was produced by participant A
are short feedbacks, all labeled as Assessment, and they all fully overlap in time with the
Suggest act.

4.2 Reliability Analyses

Focus of attention annotation was done with high agreement, so we may conclude that the
annotated data allows a good starting point for research of multi-modal conversational be-
haviour involved in addressing of eliciting acts and the responsive behaviour that follows
in multi-party face to face conversations in general.

One AMI meeting (IS1003d) was annotated by three annotators. Table 3 shows for each
pair out of these annotators Krippendorff alpha values for inter-annotator agreement Krip-
pendorff [2004]. For the group of annotators alpha is 0.35 for addressing. The statistics
are based on comparing DA-labels of completely agreed DA-segments. Most confusions
in the addressing labeling are between I-addressed and G-addressed, between I and U and
between G and U; there is hardly any confusion between annotators about who is ad-
dressed when they agree that the DA is I-addressed (see also Jovanovic [2007]). The table
shows that annotators agree more on the addressing of elicit acts than on DAs in general.
For the subset of elicit acts we see hardly any U labels used, and when annotators agree
that an elicit is I-addressed (which happens in 50-80% of the agreed elicit acts), they agree
on who is addressed, without exception. Annotators agree more on the addressee of a DA
in situations where the speaker clearly gazes at the addressed person.

Are there types of dialogue acts that are more difficult than others to label with an ad-
dressee type?

Total number of proper dialogue acts is 454. Krippendorff’s α for all eleven annotators is
0.62 (leave one out range form 0.60 to 0.64).

Krippendorff’s alpha for multiple annotators on the set of 50 elicit acts is 0.80 (leave one
out values range form 0.77 to 0.80).

Table 4 shows for each dialogue act type how many instances 0,1,2,...11 annotators the
instance labeled as addressed to the group. Thus -for example- of the total of 4 instances
of dialogue acts of the Elicit-Offer-Or-Suggestion type
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Dialogue Act Type Counts
0 1 2 3 4 5 6 7 8 9 10 11

Assess 13 11 13 12 10 6 7 2 3 1 4 11
Comm-About-Under 13 9 3 2 1 1 0 1 0 0 0 0
Elicit-Inform 17 4 2 0 1 0 0 0 2 0 0 2
Elicit-Offer-Sug 0 1 0 0 0 0 1 1 0 0 1 0
Inform 17 15 22 15 19 15 7 12 9 6 17 37
Elicit-Comm-Under 0 2 0 0 0 0 0 0 0 1 0 5
Offer 0 0 0 2 0 0 1 0 0 0 1 7
Elicit-Assess 5 1 2 0 0 0 0 0 1 0 1 0
Be-Positive 0 2 1 1 0 0 0 1 2 1 0 0
Suggest 15 13 8 3 3 2 3 4 3 3 5 9

Table 4: Counts of judgements of eleven annotators in telling if a dialogue act was ad-
dressed to the group or not. Rows show the counts for the dialogue acts per type.

• one time 1 annotator labeled is a G-addressed (and all other 10 annotators agreed
that is was I-addressed)

• one time 6 annotators labeled it as G-addressed
• one time 7 annotators labeled it as G-addressed
• one time 10 annotators agreed and labeled it as G-addressed (and 1 labeled is as

I-addressed)
Thus the higher the numbers in the middle sections of a row the more confusion about the
addressee type of the associated type of dialogue acts.

These counts suggest that the Inform and Assess types of dialogue acts are more difficult
for annotators to tell if they are G-addressed or I-addressed than the dialogue acts of types
Elicits and Suggest.

Can we say that these types are the typical “initiating” types of dialogue acts? Can we say
that speakers performing initiating acts often more clearly show whether they address an
particular individual or the group?

Table 5 shows results from an agreement analysis for dialogue act and addressing of AMI
meeting IS1003d. It shows that annotators agree more on the addressing of elicit acts than
on DAs in general. For the subset of elicit acts we see hardly any U labels used (for un-
certainty about addressee label), and when annotators agree that an elicit is I-addressed
(which happens in 50-80% of the agreed elicit acts), they agree on who is addressed, with-
out exception. Annotators agree more on the addressee of a DA in situations where the
speaker clearly gazes at the addressed person. We did not find any indication that anno-
tators systematically confused speaker’s gaze with addressing. Addressing is a complex
phenomenon and we believe that the low agreement between addressee annotations is due
to this complexity.

4.3 Addressing and Eliciting Acts

Speakers have to make clear whom they address and therefore they select a way that they
think will be succesfull in communicating this part of there intention. Addressing is a joint
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pair adr adr-eli da da-eli
a-b 0.50(412) 0.67(31) 0.62(756) 0.69
a-c 0.37(344) 0.58(32) 0.58(735) 0.64
b-c 0.33(430) 0.62(53) 0.55(795) 0.80

Table 5: Krippendorff alpha values (and numbers of agreed DA segments) for three pairs
of annotators; for addressing, addressing of elicit acts, dialogue acts (all 15 DA classes),
and elicit vs non-elicit acts.

activity (in the sense of Clark) and needs to be grounded to an extend that is required to go
on with the conversation. This process thus can be described in the grounding framework.
op den Akker and Theune [2008].

Lerner Lerner [2003], Lerner [1996] distinguishes explicit methods of addressing, which
are speakers’ gaze and naming (the use of vocatives, address terms), from “tacit forms of
addressing that call on the innumerable context-specific particulars of circumstance, con-
tent, and composition to select a next speaker” (Lerner [2003], p.177). Lerner examines
the context-sensitivity of addressing practices employed by a current speaker to make ev-
ident the selection of a next speaker. His discussions are restricted to those turns-at-talk
that implement sequence-initiating actions, the first parts of adjacency pairs.

Addressing by gaze works only if the addressee notices the speaker’s gaze and picks up
the signal as a sign of addressing; moreover both have to believe that they share this
common belief. Mutual gaze between speaker and addressee is basic for grounding in
face-to-face conversations. Only mutual gaze between A and B is the most reliable way to
establish the belief of A a) that A sees B, b) that A sees that B sees that A sees B, and c)
that both share this belief. Accompanied with other messages sent by A (an utterance of a
question for example, or a gesture) this may lead B to believe that A’s gazing at her means
that B is being addressed by A. By looking at B, A checks whether B is ready to receive
his message. Others also have to understand that they are not selected as next speaker.
Thus, “gaze is an explicit form of addressing, but its success is contingent on the separate
gazing practices of co-participants” (Lerner [2003], p.180).

According to Lerner there is one form of address that always has the property of indicating
addressing, but that does not itself uniquely specify who is being addressed: the recipient
reference term ‘you’:

The use of ‘you’ as a form of person reference separates the action of
addressing a recipient from the designation of just who is being addressed.
In interactional terms, then, ‘you’ might be termed a recipient indicator, but
not a recipient designator. As such, it might be thought of as an incomplete
form of address. Lerner [2003], p.182.

The speaker will try to complete the addressing act by gazing at the selected recipient,
a completion that needs the joint gazing of the intended recipient, and of others present
as well, so that they know they are not selected. Thus, for addressing to be complete it
requires the joint actions of all participants. This is illustrated by the following fragment
from the AMI meeting corpus Carletta [2007]. In the first utterance by speaker P3 ‘you”
is not supported by disambiguating gaze; both conversation participants P2 and P0 are
gazed at by P3. P2 feels addressed and responds, but P0 also. P2’s response overlaps with
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the elicitation and he is interrupted by P0. It is as if P2 then recognizes that not he but
P0 was selected as next speaker. P2 and P0’s “Uh” may also indicate the confusion in the
situation.

P3>P0: What do you think, is it fancy?
P2>P3: Uh, it’s really
P0>P3: Uh, I think that fancy, we can say it is fancy.

Lerner [2003] discusses an example of use of referring ‘you’ directed to a specific indi-
vidual in a multi-party conversation, where the addressing does not need the support of
speaker’s gaze at the intended addressee. In a situation where four people are having din-
ner together, and everybody knows who has prepared the dinner, and the speaker assumes
that everybody knows that, the speaker asks: “Did you cook this all the way through?”
(Lerner [2003], p.192). Here, the content and context are sufficient to determine the iden-
tity of the addressee without the need for explicit addressing behaviour. Schegloff men-
tions usages of “you” by which the speaker refers to himself, or himself and his listeners
Schegloff [1996].

The most explicit form of addressing is by use of an address term (which may or may
not take the form of a name). This is either used in pre-position, in post-position, or in
mid-position, as illustrated by the following examples.

So, mister money, what’s your opinion according to this remote control?
What do you think, Ed?
They wake up fast, Jessie, if they have to.

In almost all usages of address terms in talk in face-to-face conversations their function
is not purely to call the addressee’s attention. If it is, the term is used in pre-position,
more often than elsewhere, but most often it seems to be used to put more stress on the
addressing, maybe to signal the addressing to co-participants, or to express some affective
or social relation with the recipient.

Some activities center around one specific actor; a presenter, or someone drawing on the
white board, or someone holding the clay prototype that is being discussed. If someone
says “is it heavy?” it is clear who is being addressed. Or, when a person is drawing his
favorite animal on the white board and the speaker makes a guess “a horse?”, asking the
artist to reveal his secret animal. Actors of activities that are in focus are more salient than
others for addressing. Moreover, these actors can tacitly be addressed by others when they
comment on, or ask about, the action they perform.

Sometimes, the speaker uses the wrong name or a wrong attribute for his addressee. In
such cases an unaddressed listener might feel more entitled to answer the question than
the addressee. The speaker uses the referent term ‘you’ and gazes at P2 to make clear
whose identity he is after. But the real marketing guy is called by the attributive use of
“marketing guy”.

P3>P2: You are the marketing guy ? Or
P0>P3: I’m marketing .

In the following fragment it is unclear who is being addressed: a non-addressed attendant
tries to answer but is interrupted by the addressee. The speaker indeed gazes at P1 at the
end of his question which could easily be taken as if he has selected P1 to speak next.
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P2>P0: so how many units should we sell to have a
P1: Well . Uh
P0>Group: Well each unit is is sell uh twenty five Euros .

Another example of unclear addressing: a you-utterance without speaker gaze to select
the designated addressee

P0>P3: D D Is is there anything you want to add ?
P2>Group: Is there any fruit that is spongy ?

We have seen a number of cases that make clear that proper addressing uses beliefs that
speakers have about saliency of persons because of their role in the activity that the group
is busy with. Successful addressing is constrained by the general conditions about sharing
beliefs about who are salient and who are gazed at as a signal of addressing.

Our analysis has shown that speaker’s gaze at addressee differs for elicit acts and other
I-addressed acts: speakers gaze more at addressee during elicit act than with other I-
addressed acts. This could explain also outside observers, like annotators, have less prob-
lems to identify who the speaker is addressing.

4.4 A Naive Method for Finding Responses to Elicit Acts

Table 6 shows statistics for elicit acts in the corpus of 14 AMI meetings. Table 7 contains
statistics of the AMIDA meetings. The columns in these two tables contain the following
data:

1 name. The name of the meeting (observation) and an identifier for the annotator.
The annotator did dialogue act segmentation, labeling, addressee labeling, as well
as relation (adjacency pairs) annotation.

2 acts. The number of dialogue acts segments including those labeled as Stall, Frag-
ment, Backchannel, and Other (these have not been annotated with an addressee
label.

3 r-acts. The number of proper dialogue acts.
4 I-racts(pc). The number of I-addressed proper dialogue acts and the percentage

of this against the total number of proper dialogue acts (column r-acts).
5 el. The number of Elicit acts.
6 I-el(pc). The number of I-addressed Elicit Acts and the percentage of this against

the total number of I-addressed Elicit Acts (column el).
7 aps. The number of relations (adjacency pairs).
8 el-aps(pc). The number of relations of which the a-part (target) is an elicit acts,

and the percentage of this against the total number of adjacency pairs (column
aps).

9 I-el-aps(pc). The number of relations of which the a-part (target) is an I-addressed
elicit acts, and the percentage of this against the total number of adjacency pairs
with an elicit act as a-part (column el-aps).

1. abbx. The number of relations of which the a-part (target) is an I-addressed elicit
acts and of which speaker of the b-part (source) is the same as the addressee of the
a-part, the elicit act. The pattern form abbx covers the speaker-addressee patterns
ABBA, ABBC, and ABBG.
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name acts r-acts I-racts(pc) el I-el(pc) aps el-aps(pc) I-el-aps(pc) abbx
ES2008a-vk 386 273 67(24,54) 28 15(53,57) 31 15(48,39) 11(73,33) 11
IS1000a-vk 658 417 245(58,75) 43 24(55,81) 108 22(20,37) 13(59,09) 12
IS1001a-s9 323 199 112(56,28) 33 24(72,73) 44 15(34,09) 11(73,33) 11
IS1001b-dh 897 568 182(32,04) 68 47(69,12) 196 50(25,51) 38(76) 37
IS1001c-dh 565 370 104(28,11) 47 27(57,45) 127 37(29,13) 25(67,57) 23
IS1003b-vk 693 454 270(59,47) 50 35(70) 147 47(31,97) 35(74,47) 26
IS1003d-vk 1563 838 394(47,02) 67 41(61,19) 247 60(24,29) 30(50) 23
IS1006b-vk 953 643 261(40,59) 55 31(56,36) 152 38(25) 28(73,68) 25
IS1006d-s9 1232 785 393(50,06) 104 52(50) 226 55(24,34) 24(43,64) 20
IS1008a-s9 263 192 117(60,94) 30 25(83,33) 43 25(58,14) 20(80) 20
IS1008b-vk 640 467 182(38,97) 53 30(56,6) 87 20(22,99) 15(75) 12
IS1008c-s9 584 351 129(36,75) 24 17(70,83) 69 18(26,09) 12(66,67) 11
IS1008d-s9 589 401 145(36,16) 23 13(56,52) 67 11(16,42) 10(90,91) 9
TS3005a-vk 641 389 142(36,5) 27 6(22,22) 107 34(31,78) 5(14,71) 3
Totals 9987 6347 2743(43,22) 652 387(59,36) 1651 447(27,07) 277(61,97) 243

Table 6: Statistics of Elicit Acts in 14 AMI meetings

name acts r-acts I-racts(pc) el I-el(pc) aps el-aps(pc) I-el-aps(pc) abbx
ED1002b-vk 1278 806 330(40,94) 81 42(51,85) 262 82(31,3) 36(43,9) 31
ED1005b-vk 698 498 139(27,91) 54 17(31,48) 84 38(45,24) 17(44,74) 17
ED1005c-vk 969 669 318(47,53) 94 51(54,26) 237 106(44,73) 49(46,23) 34
Totals 2945 1973 787(39,89) 229 110(48,03) 583 226(38,77) 102(45,13) 82

Table 7: Statistics of Elicit Acts in the 3 AMIDA meetings
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name I-eli-acts hasBpart NextEqNextByAdr NextByAdrEqBpart
ES2008a-vk 15 10 12 (80) 9 (90)
IS1000a-vk 24 12 11 (45,83) 8 (66,67)
IS1001a-s9 24 11 18 (75) 11 (100)
IS1001b-dh 47 35 36 (76,6) 33 (94,29)
IS1001c-dh 27 19 17 (62,96) 18 (94,74)
IS1003b-vk 35 26 23 (65,71) 21 (80,77)
IS1003d-vk 41 21 27 (65,85) 14 (66,67)
IS1006b-vk 31 23 20 (64,52) 17 (73,91)
IS1006d-s9 52 22 21 (40,38) 14 (63,64)
IS1008a-s9 25 19 21 (84) 18 (94,74)
IS1008b-vk 30 11 9 (30) 8 (72,73)
IS1008c-s9 17 11 12 (70,59) 10 (90,91)
IS1008d-s9 13 7 9 (69,23) 6 (85,71)
TS3005a-vk 6 4 4 (66,67) 3 (75)
Totals 387 231 240 (62,02) 190 (82,25)

Table 8: Results on the AMI corpus, using the naive method (take the first act performed
by the person addressed by the elicitor that follows the elicit act as response act to the
elicit act)

Of the 277 aps with I-addressed Elicit acts as a-part in 141 cases the annotated b-part is
the next dialogue act.

Based on the rule that the speaker selects the next speaker when he addresses a elicit act to
an individual and that the addressee will take up the turn and respond to the elicit act, we
implement a naive method for finding the response to a question: we simple take the next
proper dialogue act as the response. We analysed the results of two variants: in the first
variant we return the first proper dialogue act that follows the elicit act (variant N). In the
second variant we return the first proper dialogue act performed by the addressee of the
the elicit act and that follows the elicit act (variant NbyA). Tables 8 and 9 show results of
both variants of this naive method evaluated on our corpora. The columns in these tables
contain the following data:

1 name. The name of the meeting (observation) and an identifier for the annotator.
2 I-eli-acts. The number of I-addressed Elicit Acts
3 hasBpart. The number of I-addressed Elicit Acts that are a-part of at least one

adjacency pair.
4 NextEqNextByAdr. The number of times that the variant N returns the same act

as the method NbyA and the percentage of this against the total number of I-
addressed Elicit Acts Elicit Acts (column I-eli-acts).

5 NextByAdrEqBpart. The number of times that the variant NbyA returns the
b-part of the elicit act and the percentage of this against the total number of I-
addressed Elicit Acts that occur as a b-part of an adjacency pair (column hasB-
part).

Since not all elicit acts are annotated as a-part of an adjacency pair, we looked at all the
elicit acts to see how often the method returns the correct act. There are in total 156 I-
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name I-eli-acts hasBpart NextEqNextByAdr NextByAdrEqBpart
ED1002b-vk 42 27 31 (73,81) 21 (77,78)
ED1005b-vk 17 14 14 (82,35) 11 (78,57)
ED1005c-vk 51 31 37 (72,55) 22 (70,97)
Totals 110 72 82 (74,55) 54 (75)

Table 9: Results on the Amida corpus, using the naive method (take the first act performed
by the person addressed by the elicitor that follows the elicit act as response act to the elicit
act)

addressed Elicit acts that do not have a b-part defined, so that we could not compare the
outcome of our method with the hand-annotated relations. Of these 156 in 46 cases the
next speaker is the addressed person.

An example of an I-addressed Elicit acts that have no AP annotated. (In meeting IS1006d
there are 8 of them).

1 D: ( ELI ) : And when does i t t u r n o f f ?
2 B : ( INF ) : When you don ’ t t o u c h t h e c o n t r o l
3 B : ( INF ) : b u t you go o u t o f t h e
4 D: (CAU) : Oh
5 D: ( ELI ) : SO YOU HAVE A
6 B : ( INF ) : For f o r enough t ime
7 B : (FRG) : l i k e uh you
8 D: ( ELI ) : s e n s i n g s e n s o r machine t h a t uh knows
9 B : ( INF ) : I t ’ s a q u e s t i o n t o our t e c h n i c a l de s ign ,

our two e n g i n e e r s .

In this example the elicit act is interrupted.

In the following example the speaker doesn’t pass the floor to the addressee after the elicit
act, but continues with an other question (which is indeed answered by the addressee, and
which has an annotated b-part):

1 D: (ASS) : Uh I ’m n o t s u r e a b o u t t h e s c r e e n ,
2 D: ( ELI ) : wha what i s t h e use u s e f u l n e s s o f t h e s c r e e n ?
3 D: ( ELI ) : Uh i s i t a t o u c h s c r e e n by t h e way ?
4 B : ( STL ) : So
5 B : ( INF ) : I t h i n k i t can be j u s t a menu which can be

c o n t r o l l e d wi th a l e f t , r i g h t , up , down and e n t e r
.

The final example shows an elicit act which is more rhetorical, at least it shouldn’t be
taken as a serious request for information.

1 D: ( STL ) : Well
2 D: ( INF ) : I I h e a r d o f d e v i c e s where you j u s t uh

w h i s t l e them
3 D: (FRG) : and and t h e y
4 D: ( INF ) : b e c a u s e o f t h e t h e f r e q u e n c y t h e y t h e y

j u s t answer t o t h a t .
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5 D: (CAU) : You can ’ t w h i s t l e .
6 D: (SUG) : Or a c l a p .
7 A: (FRG) : And uh
8 A: ( INF ) : And i t ’ s answered .
9 C : (BCK) : Yeah .

10 C : (BCK) : Yeah .
11 B : ( INF ) : I can ’ t w h i s t l e .
12 B : ( INF ) : No , no , I can ’ t .
13 B : (BCK) : Mm .
14 D: ( ELI ) : YOU CAN CLAP . CAN YOU ?
15 D: (ASS) : Clap i s good .
16 D: (FGR) : Tak
17 A: (ASS) : Clap c l a p c l a p i t ’ s a good
18 A: ( INF ) : I I t h i n k i t ’ s u n i v e r s a l .
19 C : (BCK) : Yeah .
20 C : (BCK) : Yeah .
21 D: ( INF ) : [ l a u g h ] J u s t a [ l a u g h ] s u g g e s t i o n .

Improving the results of our naive method requires identification of elicit acts that are not
really meant as a question, or that are followed by a question that overrules an earlier ques-
tion, or that elaborate an earlier question before the elaborated question was answered. It
would certainly be worth further exploration to see how follow-up questions can be dis-
tinguished from initial questions that initiate a new issue. Length of utterances seems like
a good cue for distinguishing initial questions from follow-up questions.
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5 Analysis of Corpus-based Remote Design Meetings

5.1 Introduction

This report presents an analysis of remote design meetings within the AMIDA corpus-
based research. It specifically focuses on the phase-2 of AMIDA project’s scenario-based
meetings, where remotely located User-Interface Designer assists Industrial Designer -
who is located in the meeting room. The report provides an analysis of 13 design sessions
- all approximately 40 minutes each. The focus of this report is on understanding dif-
ferent patterns of non-verbal communications of participants. The analysis shows several
important non-verbal aspects that should be taken into account when we design technolo-
gies that support remote collaboration between different participants.

In the following we will briefly describe the recording set-up used in AMIDA project.
Next, an analysis of these remote design meetings is discussed.

5.2 Remote Meetings: The AMIDA Setting

(a) (b)

Figure 2: The AMIDA design meeting recording setting

The AMIDA project has developed a large corpus of video recorded meetings. Figure
2 shows the setup of the remote meeting scenario which was hosted by University of
Edinburgh. In this setting we had 4 participants working on a design project. Their aim
was to design a prototype of a remote control using provided materials. Through several
cameras and sensors participants’ interactions are recorded, specifically their behaviors
and conversations. Amongst the participants there was a Project Manager (PM), a User-
Interface Designer (UID), an Industrial Designer (ID) and a Marketing Expert (ME). The
design project was divided into three planned phases.

1. Kickoff and introduction of the project
2. Concept design
3. Detailed design and budgeting
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In the first phase, all the 4 participants were in the same room and they had to go through
the earlier work done on this project and discuss pros and cons of different way forward.
In this meeting they also allocated the tasks and role to each other. In the second phase,
remotely located UID collaborates with ID for developing a remote control prototype. In
the third meeting, ID reports the work (done with UID) to the PM and ME and discusses
the budgeting issues. In the later part of the third meeting, the UID remotely joins in
for the final discussion of the project. As it can be seen in Figure 2, participants used
several digital and physical objects and tools to complete their tasks. The participants were
equipped with microphones and 4 different high-resolution cameras capturing different
views for supporting efficient communication.

This report focuses specifically on the phase-2 of the design scenario - where two design-
ers ID and UID work together in order to develop a prototype remote control. Figure 2 (b)
shows an example of this part.

5.3 Analysis

Our analysis shows different mechanisms used by both the remote and local partici-
pants for establishing communication and common-ground amongst themselves. We will
specifically focus on the non-verbal aspects of communication utilized by the participants
through common visibility of projected actions, gestures and use of design prototype and
other relevant materials.

We will also describe the kind of activities that were supported by these non-verbal com-
munication patterns. We will show how these communication patterns allowed adjustment
in the design of the remote control prototype, its functionalities, its interaction mecha-
nisms and future uses and so on. Our analysis also sheds light on how the information
related to work-in-progress of design artefact is communicated by these participants.

5.3.1 Projecting Actions

(a) (b)

Figure 3: Projecting artefacts and actions on the camera

We observed that projecting actions towards the camera allowed participants to coordi-
nate their design activity. By projecting actions, gestures and artefacts (e.g. drawings,
prototype remote control) on the camera the information is intentionally made commonly
visible which in turn supports shared understanding amongst the two remote participants.
As it can be seen in Figure 3, several physical actions were projected so that the intended
participant can see these actions and their meanings. Common examples were showing
objects towards the camera view, pointing, and raising hands. Some of the actions were
more frequent than others, depending on the stage of the design process. When UID and

AMIDA D1.3: page 28 of 100



D1.3 Analysing Meetings

ID where discussing the prototype we saw a higher level of dependence on these projected
actions to coordinate work.

Public visibility as a coordinative aspect has been echoed by many others (Heath and Luff

[1992], Robertson [1997]. Especially, Robertson suggests that the public availability of
different artifacts and embodied actions to the perceptions of distributed participants in a
cooperative process could enable their communicative functions. It has also been argued
that more flexible or mobile access to the publicly visible information could improve
coordination.

Recognizing When and Where to project

Figure 4: ID (Left) adjusts camera to zoom in on the prototype.

Adjusting Camera Both ID and UID were able to adjust the focus of their own cameras
as they were able to see their own view in addition to each other’s views. As shown in
Figure 4, the ID zooms onto the prototype to see the details of the design. These activities
occur when either it was requested by UID or when they both finish an aspect of their
specific phase of design activity. It was also seen that sometimes ID forgot to adjust the
focus of his camera, which did not provide sufficient information to UID.

Figure 5: ID (left) adjusts the position of his prototype to make it visible for UID.

Adjusting the position of artefacts It was seen very frequently in the meeting record-
ings that ID, involved in the design activity, comes close to the camera to show the design
prototype. This activity is not that intuitive as ID has to look at a screen to be able to
adjust the position of his remote control prototype.

5.3.2 Use of Gestures

Head movements and expressions Both participants used head movements and fa-
cial expressions to convey agreement and confirmation. This was also a quick way to say
’yes’ or ’no’ to the other participant.
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(a) (b)

Figure 6: ID (left) points to a part of the prototype to communicate with UID.

Pointing to a specific part ID used pointing gestures to be able to describe position,
shape and size of the buttons used in the prototype remote control and other related issues.
As it can be seen in Figure 6, in order to discuss some detailed information about the
prototype, it was necessary for ID to point to a specific portion of the prototype to discuss
several relevant design decisions.

(a) (b)

Figure 7: UID (right) describes specific shapes using gestures to communicate with ID
(right).

Describing a specific shape As the UID did not have a direct access to the proto-
type remote control, it was frequently observed that UID used gestures to communicate
different shapes and describe some interactional mechanisms of the remote control.

Figure 8: ID (left) uses animated gestures to explain a design mechanism.

Animated gestures Some of the aspects related to the prototype remote control were
not easily describable in words or through the prototype only. Participants needed to use
animated gesture to be able to clearly explain their ideas. In one example, Figure 8 shows
a still image when ID was describing a ’flip’ mechanism that was not really possible to
incorporate in the prototype. In a different example, Figure 9, ID uses a different animated
gesture to describe a scrolling mechanism of a banana shaped remote control prototype.
In both these examples ID uses animated gestures in order to describe different interaction
mechanisms.
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Figure 9: ID (left) explains scrolling mechanism using animated gestures.

Instinctive gestures We also observed that sometimes participants used instinctive
gestures to describe their ideas. These gestures are quick reflections of participants while
they are discussing the design activities. These gestures are sometimes not visible by the
other participants as they are instinctive reactions and participants may not be able to
intentionally show these on camera.

5.3.3 Use of Artefacts

We observed that different artefacts were useful in supporting peripheral awareness, con-
tinuous coordination, planning, mutual learning, focusing participants’ attention and pro-
viding each other’s status overview. It is important to understand that an artefact - like
the prototype remote control is both socially and materially constituted. In the meeting
recordings we observed that while creating a prototype remote control the two remotely
located designers (UID and ID) discussed, reasoned and changed several aspects of the
prototype.

Figure 10: ID (left) shows all the available objects to UID (right)

Available materials We observed that both the participants wanted to have a common-
ground about the types of objects they were using for designing. ID has all the design clays
and crayons that he uses for designing the prototype. UID needs to know what material
ID has in order to be able to better assist the design process. Figure 10 shows ID showing
all the design objects she has to the UID in the very beginning of the meeting.

The design object As the remote control prototype is the main purpose of the dis-
cussion, ID has to continuously update UID by positioning it close to the camera. Here
temporality of design object becomes very important. This temporality could help estab-
lishing an understanding of the process that is used in the cooperative design work. Figure
11 shows three different stages of the design of the remote control. Because of the iterative
nature of the design process, temporality becomes especially relevant since there will be a
need to understand, explain and mediate the design processes involved in it. The temporal
dimension of the materiality of artefacts points to different time frames as well.
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(a) (b) (c)

Figure 11: Different stages of the remote control projected by ID (left) to UID (right)

Related materials It is also observed in the meeting recordings that participants also
use other materials like paper based sketches and drawing diagrams in order to commu-
nicate ideas to each other. An example is illustrated in Figure 12.

Figure 12: Use of sketches to explain design

(a) (b)

Figure 13: UID (left) continuously assists ID (right) using drawing sketches.

Continuous consultation through artefacts Figure 12 shows an example of contin-
uous consultation using design sketches. Here UID uses a drawing sketch to constantly
assist ID. Importantly, in this case, the development of the physical prototype of the re-
mote control (in the hands of ID) and drawing sketches (in the hand of UID) goes hand
in hand. As it can be seen in Figure 13, UID step-by-step works on her drawing while
simultaneously explaining her drawings to ID during the meeting.

Artefacts as knowledge landmarks A knowledge landmark is a carrier for infor-
mation that is left by one participant and can subsequently be used by others to support
or foresee any future activities. In the meeting recordings it was seen that artefacts such
as drawing in UID’s hands or prototype in ID’s hands acted as a mean for coordination.
During the design meeting, a drawing made by a designer serves as a baseline to carry
out further discussions and changes in the drawing. Here the indications left or modifica-
tions made by an individual on the artifact provide feedback on themselves and to others.
In other sense, the design activities are recorded in the artifact, and this record is used
to coordinate work. These knowledge landmarks offered an initiation on collaborative
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creativity as participants were able to enhance or change the work done by the previous
participants.

(a) (b)

Figure 14: Two examples of material common-ground established by participants.

Material Common-ground There were specific patterns where participants utilized
available materials in order to establish common-ground amongst each other. As can be
seen in Figure 14 (a) UID (right) mimics the shape of the banana shaped remote control
and explains a specific portion that needs to be re-adjusted. Both ID and UID play a
role here for establishing a common-ground. In the second example, Figure 14 (b), UID
uses a real remote control to suggest changes while the two designers are discussing and
collaboratively designing a prototype of a remote control.

5.3.4 Comments about the video recordings

Because of the limited view of camera on the faces and upper body, the UID does not
get frequent updates when ID is working on prototypes (Figure 15). UID has to wait till
ID finishes a particular activity of designing. This was observed in almost all the meeting
videos. Several times UID asks for updates by asking, ”Show me, how does it look now?”
and so on. It was also observed that the UID looses interest in project when he/she does not
get updates. This leads to UID focusing away from the camera and doing other activities
on the computer (Figure 15). Constant update is needed for the remote participant (UID)
to be actively involved in design.

Figure 15: UID (right) distracted while ID (left) works on the prototype.

It was observed in one example where ID changes the projection of the camera on the
design object itself. This in fact led to an active participation by the UID (Figure 16).

To avoid this inconsistency, it might be a better idea to have an extra camera focusing on
the desk where the ID is building the remote control prototype. This helps UID to choose
where she wants to look, especially when she wants to observe the design object.
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(a) (b)

Figure 16: UID (right) actively involved in the process as she can see ID’s work (left) on
the prototype.

6 Meeting Participant Behavioral Differences in Local and Re-
mote Settings

Summary
This report looks at the differences in communication behaviour between local- and re-
mote multi-party settings. A local setting here is where all participants meet face-to-face,
whereas in a remote setting, one of the participants is participating through some tele-
conferencing system. Three different settings from two different corpora will be analyzed
in a semi-systematic way. For both the iCat Corpus, developed at the University of Twente,
and the AMIDA corpus, not enough data is available to do a thorough statistical analysis
so we are forced to move into the realm of detailed, but subjective, descriptive analysis
of the recorded meetings. This analysis is partly backed up by numerical models of the
corpora and point out systematic differences in participant’s behaviour in the different
settings.

6.1 Introduction and Goal

There is a difference between face-to-face conversations and so-called “mediated” conver-
sations, which take place across a certain medium (like a telephone line or the internet).
An obvious example of a difference is that you can not see each other in a telephone
conversation. This leads to a change in conversational behaviour, for example having to
introduce yourself by saying your name when you call someone, even though you know
each other very well. This is an obvious example, but other aspects of conversation are
likely to be different as well. How does our addressing behaviour change in the absence
of available eye-contact? How do participants who are present via tele-conferencing try
getting the floor? Answering such questions may help improve the usefullness of software
that assist in mediated conversations like business meetings.

A big research project in the area of mediated meeting analysis is AMIDA (Augmented
Multi-party Interaction with Distance Acces) for which an extensive corpus is at the time
of writing being created 7. The project includes a wide variety of research topics ranging
from human analysis to audio-video processing specifically aimed at meetings where not
all of the participants are present locally. The project is a follow-up of the AMI project
which has been running for several years and in which much research in these fields has
already been done.

7. http://www.amiproject.org/
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The goal of this project is to examine the behavior of participants in a meeting (group
conversation), where one of the participants is not fysically present in the same room as
the other participants. The findings will be compared to the “normal” behavior of people
in face-to-face group conversations.

This project will look into three different situations from two different Corpora: the
iCat Corpus, developed at the Twente University; and the AMIDA Corpus, developed for
the AMI/AMIDA European Research Project. The iCat Corpus contains meeting sessions
where the remote participant is either represented in the meeting room by means of web-
cam video on a computer screen, or by a small robot cat called the iCat (see Section 6.2
for an exact description).

The iCat Corpus will be hand annotated for speech and gaze and will be the primary
source for generating and testing behavioral hypotheses. It also makes it possible to see
the effect of different kind of representations of the remote participant on behavior of the
meeting participants. The AMIDA corpus is used to check the findings of the small iCat
corpus against a larger and more mature dataset.

This report is set up as follows. First, the two corpora that are used in the project will
be described in Section 6.2. Following that, important background information from the
literature will be outlined in Section 6.3. In Section 6.7 a number of hypotheses concern-
ing behavioural differences in remote meetings will be proposed based on the iCat video
corpus and a study of the literature. In Section 6.8 the iCat corpus’s annotations will be
systematically analyzed to find proof for the hypotheses.

Then, if any of the hypotheses can be proven correct, we will look at the AMIDA cor-
pus to see if the same phenomena apply there (section 6.9). The final section contains a
discussion on the results of this project.

6.2 Corpora Definitions

The two corpora that are used in this project are the iCat Corpus and the AMIDA corpus.
These two corpora are described here.

6.2.1 The iCat Corpus

The corpus that we use mainly for this project is called the iCat Corpus. It is developed by
F. van der Veeken and F.L. de Vries van der Veeken [2008] de Vries [2008], to study the
effects of the Philips iCat conversational robot, in particular the effects on conversational
functions van der Veeken [2008] and the perception of copresence de Vries [2008].

The iCat robot cat (Figure 17) is “a research product of Philips which is used for devel-
oping and evaluating human-robot interaction, aimed to apply the results of this research
in smart home environments” van der Veeken [2008].
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Figure 17: The Philips iCat

The iCat can be remotely controlled via a computer interface. The user is able to make
the iCat look to the right, center or left, make facial expressions (surprised, happy, upset,
etc...) and nod. The iCat is equipped with a camera (in the nose), so that the user sees what
the iCat is looking at. For more information see http://www.research.philips.com/
technologies/syst_softw/robotics/index.html.

The corpus consists of 4 meeting sessions where two participants are present locally,
and the third is represented by the iCat. Each group of three also did a control session
where the remote participant is represented by a webcam screen (see Section 6.2.1). In
both sessions the participants received two similar design tasks: the first task was to design
buttons for a universal remote control, the second task to discuss the shape and color of
the device. All participants of the tests where students of a technical study, between the
age of 19 and 25, and most of them had experience with remote conferencing. There was
no particular distribution of roles over the participants, and noone was given the role of
‘project manager’ to lead the discussion.

Since both studies make use of questionaires as their main source of results, the only
available data are the mixed audio/video signals and the logs of the iCat behaviour. To
get a more detailed look at the behaviour of the meeting participants, the corpus has been
annotated in different layers (see Section 6.2.1).

Setting Description We distinguish between the icat-setting and the remote-setting.
The icat-setting is where the remote participant communicates with the two other par-
ticipants through the Philips iCat. Figure 18 shows the schematic representation of the
meeting table as taken from van der Veeken [2008]. Figure 19 shows a screenshot from
the actual video recording of the corpus.

The remote-setting is where the remote participant is represented via a webcam video link
on a computer screen. Figures 20 and 21 show the diagram and video still situation for
the remote setting.

In the remainder of this report the three participants are identified as Speaker A, B and C,
which corresponds to the left, center and right positions in the video stills (Figures 19 and
21).
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Figure 18: Schematic of the iCat Setting

Figure 19: Video still of the iCat Setting

Annotational layers For the iCat Corpus the following two layers of information have
been hand annotated by the author (see Figure 22):

Speaking Layer: for every speaker it is annotated when he or she is talking. Units in this
layer are at the ‘turn’ level, if some one is speaking for a long time without long
pauses, this is annotated as a single speaker turn. When a participant stops talking
for a longer time (usually a few seconds), his turn is split into two annotation units.

Gaze: for every speaker (except the remote participant in the remote-setting) it is an-
notated what he or she is looking at. This is either one of 4 options: speaker A,
speaker B, speaker C or Other (although speaker A can obviously never look at
speaker A). Other is a container for whenever someone is not looking at any of
the other two participants: this is usually a sheet of paper or the table.

For the Speaking layer, the quality of the annotations has not been checked by a second
annotator. This is because the annotation task is quite unambiguous. The only hard thing
is getting the start- and end- times of a speaker turn exactly right; and some might split
certain speaker turns in two where others might not. It is not expected that this has a high
impact on the kind of analysis that is done on the data in Section 6.8.
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Figure 20: Schematic of the remote Setting

Figure 21: Video still of the remote Setting

The Gaze layer is a bit harder to annotate because it can be hard to see where the focus
of the participants lie. Therefore, a second annotator8 annotated two minutes of Gaze
layer to see how this compares to the author’s annotations. For meeting 1a-remote, the
A-LookingAt layer was annotated twice, resulting in 73% exact overlap between the two
annotators. Figure 23 shows how the two layers align.

Looking at the similarities in the layers and given the fact that 73% of the layers exactly
match each other, the annotations can be considered reasonably accurate. Because the an-
notation is a continuous labelling, a disagreement of 27% is not that much, considering
that a large amount of the disagreement will be at the edges of labellings. An exact anal-
ysis of the usefulness of this data is in any case a difficult taks and out of the scope of this
research. For more on this topic, see Reidsma [2008].

Currently, the first 4 meetings have been fully annotated: 1a-remote, 1b-icat, 2a-icat and
2b-remote. See Section 6.8 for the annotation statistics.

8. Thanks goes out to Wilko Wieringa.
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Figure 22: Annotation layers for one of the iCat video’s in ELAN

Figure 23: Alignment of the same annotation layer by two different annotators.

6.2.2 The AMIDA Corpus

For the AMIDA project (Augmented Multi-party Interaction with Distance Acces), a
follow-up on AMI9 a corpus has been created to analyze the behaviour of meetings
with remote participants. The corpus is planned to contain 13 meeting series (ED1001-
ED1013), each consisting of 4 meetings:
A 4 persons in the meeting, all in an instrumented meeting room.
B 4 persons in the meeting, 3 in meeting room, 1 remote.
C 4 persins in the meeting, 3 in meeting room, 1 remote.
X 2 persons in the meeting, (designers making prototype) via Video Conference.
The duration of these meetings vary in length between 15 and 45 minutes each. Because
the recording, editing and annotating of this corpus is at the time of writing still very
much a work in progress, there is only a limited amount of these meetings available for
analyzing.

9. http://www.amiproject.org/
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The B and C meetings of every series, where there are 3 participants in the meeting room
and 1 remote participant behind a desktop are the most suitable to compare to the iCat
corpus settings. There are currently 4 of these meeting series for which the recordings are
finished, as well as some of the annotational layers; these are: ED1002, ED1003, ED1005
and ED1007. The last two series will be the subset of the AMIDA corpus that will be used
in this project.

6.3 Communication with a Remote Participant

We first highlight some important background theory from the literature of mediated con-
versation and conversational analysis in general. We use this as a starting point to generate
the hypotheses on behaviour in the remote meeting setting in Section 6.7.

Clark defines 10 features of face-to-face conversation Clark [1996]. These 10 features
will be used to typify the situations that we are looking at with the iCat and the on-screen
remote participant. These features are repeated below.

1. Copresence The participants share the same physical environment.
2. Visibility The participants can see each other.
3. Audibility The participants can hear each other.
4. Instantaneity The participants perceive each other’s actions at no perceptible delay.
5. Evanescence The medium is evanescent - it fades quickly.
6. Recordlessness The participants’ actions leave no record or artifact.
7. Simultaneity The participants can produce and receive at once and simultaneously.
8. Extemporainety The participants formulate and execute their actions extemporane-

ously, in real time.
9. Self-determination The participants determine for themselves what actions to take

when.
10. Self-expression The participants take actions as themselves.

Table 10 describes for the icat-, remote-, and face-to-face settings in how far the charac-
teristics apply.

Table 10: Ten features of face-to-face communication (with applicability to the iCat set-
ting).

Face-to-Face iCat Setting Remote Setting
1 Copresence ++ – –
2 Visibility ++ - +/-
3 Audibility ++ +/- +/-
4 Instantaneity ++ – –
5 Evanescence ++ ++ ++

6 Recordlessness ++ +/- +/-
7 Simultaneity ++ +/- +/-
8 Extemporainety ++ ++ ++

9 Self-determination ++ +/- ++

10 Self-expression ++ +/- ++
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In the remote meetings, not all of these features (fully) apply. We try to explain how each
characteristic differs from the face-to-face setting below:

• Copresence: in both iCat and Remote settings, the participants do not share the
same physical environment.

• Visibility: in the iCat setting the local participants can see a “representation” of
the remote participant, while the remote participant can only see either one of the
other two participants. In the remote setting, everyone can see each other, although
the remote participant is represented via a screen for the local participants and vice
versa. The remote participant can see the upper body of the local participants, but
not the other way around. The remote setting does more closely resemble the face-
to-face setting in this way.

• Audibility: although it’s probably not exactly what Clark meant, there is a defi-
nite problem with audibility due to the bad microphone signal from the remote
participant to the meeting room and vica versa.

• Instantaneity: although the remote participant is in the same building as the “local”
participants; there is a substantial lag10 in the communication channel compared
to a face-to-face conversation. In real life applications of remote meetings this lag
becomes even more apparent, because remote participants tend to be further away
from the workfloor.

• Evanescence: this characteristic fully applies to all settings, because there is, for
example, no communication in writing.

• Recordlessness: although the meetings are recorded, this is purely for evaluative
purposes and should have no effect on the behaviour of the participants. However,
in a real remote meeting situation, it would be very easy for the remote participant
to record the audio and video layers; this may be in the back of the heads of the
meeting participants.

• Simultaneity: although in theory every meeting participant can speak simultane-
ously, both the iCat and Remote setting differ from a face-to-face situation in that
when the remote participant speaks, the local participants must focus to hear what
he is saying due to the audio quality.

• Extemporainety: this applies to all settings.
• Self-determination: In the iCat setting, when you see the iCat as the meeting par-

ticipant, it does not determine for itself what actions it takes.
• Self-expression: Again, in the iCat setting, the remote participant may feel that he

takes actions as himself, but in the meeting room, it looks like he takes his actions
as an iCat.

It’s important to keep in mind that for one of the three participant-pairs (the two locally
present speakers) the conversation is face-to-face and all 10 features do apply.

Every feature that is missing or limited poses problems in communication; although
you could say that the problems caused by absence of copresence could be alleviated by

10. Substantial being: somewhere in the hundreds of milliseconds, being a noticable delay for human-to-
human communication.

AMIDA D1.3: page 41 of 100



D1.3 Analysing Meetings

perfect visibility, audibility and instantaneity. Remote meetings aim at providing just that,
but it is not perfect yet. Therefore, the problems caused by the lack of these three features
are explored here.

6.4 Lack of Visibility

Absence of full visibility can cause problems for addressing (or referring in general
op den Akker and Theune [2008]), turn-taking and grounding. For addressing and turn-
taking, you can normally just look at someone to ask something. This way you are ad-
dressing him or her and also pass on the next turn. Jovanovic [2007] shows that Visual
Focus of Attention is good cue for predicting who is being addressed. This probably has
to happen in a more explicit way in a remote meeting setting. The same thing applies to
grounding, were normally regular head-nods can signal that you understand what is being
said, and the speaker can continue to speak. This also must be done explicitly, or else
confusion may arise. We thus expect differences in behaviour in these area’s.

6.5 Lack of Audibility

Although there is an audio link between the remote participant and the local participants,
the quality is far less than in a face-to-face conversation. The reduced audio quality also
cause for long pauses in the conversation (“...did I hear him correctly?”).

6.6 Lack of Instantaneity

There is a delay in the audio signal that, although it is small, causes the conversation to
loose its pace. This is expected to have a negative influency on turn-taking for the remote
participant. Because of the slightly longer delay, he is expected to have more difficulties
in grabbing the floor compared to the local participants.
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6.7 Hypotheses

Based on the theoretical analysis, we derive the following hypotheses for the remote meet-
ing scenario’s:

1. The local participants will be more dominant in the conversation, because the re-
mote participant will have problems grabbing the floor.

(a) Because the iCat and Remote user lack the same abilities for grabbing the
floor, there will be no difference between the dominance of the iCat-user and
the Remote-user.

2. The conversation between the local participants will be faster, with more overlaps
in speech.

(a) Pauses in the conversation will be bigger after the remote participant has
spoken.

(b) The remote participant only starts speaking after a relatively long pause.
3. The local participants will feel more comfortable communicating with the remote

participant in the Remote setting, because the remote participant adheres more to
the Self-determination and Self-expression characteristics of conversation.

(a) For this reason, the local participants look more often to the Video screen
than to the iCat.

6.8 Analysis of the iCat Corpus

6.8.1 General Statistics

Table 11 contains some basic numbers on the iCat Corpus. The first column is the name
of the recording, e.g. 1a-remote is series 1, session a, “remote setting” (remote participant
represented by computer screen). The last two columns, Start-time and End-time depict
the ‘official’ start and end times of the meeting in the raw recordings by de Vries [2008]
and van der Veeken [2008].

Table 11: General iCat Corpus Statistics
Name Duration Duration (sec) Start-time End-time
1a-remote 11:37 697 01:12 12:49
1b-icat 08:02 482 14:38 22:40
2a-icat 08:33 513 04:32 13:05
2b-remote 09:45 585 01:30 11:15
3a-icat 16:00 960 08:10 24:10
3b-remote 09:40 580 04:50 14:30
4a-remote 11:29 689 05:59 17:28
4b-icat 09:26 566 07:12 16:38
Time total: 1:24:32

Two remarks should be made about the 1b-icat recording here. In the first 4 minutes, the
sound of another recording is mixed through the session’s own sound. Second, at the end
of the recording the video signal goes black, so this has been left out of the session data.
This means that there is no real end to the discussion.
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The next three subsections highlight the statistical information on speaking, gaze and
turn-taking. Speaker A is always the one on the left (in the video), Speaker B is the
remote speaker and Speaker C the one on the right. The final subsection summarizes the
results of the questionnaires done by de Vries [2008] and van der Veeken [2008].

6.8.2 Speaker Statistics

Table 12 shows how often each participant in every meeting is talking. The table shows
the total time someone is speaking (in seconds, column 3), the percentage of time this is
from the total meeting duration (column 4), the number of annotation units (or roughly:
speaker turns) and the average duration per unit (again, in seconds). Note that for example
4.7 seconds means 4s700ms.

Table 12: iCat Corpus Speaker Statistics
Meeting Speaker Time Speaking Speaking % Units s/unit
1a-remote A 202 29% 43 4.7

B 145 21% 47 3.1
C 266 38% 32 8.3

1b-icat A 123 26% 27 4.6
B 124 26% 30 4.1
C 140 29% 17 8.3

2a-icat A 161 31% 26 6.2
B 77 15% 27 2.9
C 161 31% 58 2.8

2b-remote A 161 28% 62 2.6
B 80 14% 33 2.4
C 179 31% 72 2.5

Hypothesis 1: The local participants have on average 169 speaker turns, lasting 697
seconds (4.1 s/turn). The remote participants have 137 speaker turns, lasting 426 seconds
(3.1 s/turn). This shows that the remote participants do indeed on average speak less than
the local participants and even have shorter turns.

Hypothesis 1b: The remote “video” participants have a total of 80 turns, lasting 225
seconds (2.8 s/turn). The iCat participants have 57 turns, lasting 201 seconds (3.5 s/turn).
In terms of the time speaking, this is only a very small difference, but the remote video
participant does manage to grab more turns than the iCat participant.

6.8.3 Gaze Statistics

Tables 13 and 14 shows for meeting series 1 and 2 respectively who looks at who in a
matrix form. Row ‘A’, column ‘Other’ contains the percentage that Speaker A is look-
ing at Other (e.g. the table). The 1b-icat table (with strikethrough ‘icat’) contains the
information for that meeting when not considering the gaze behaviour of the iCat. That
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makes, for example, 1b-icat and 1a-remote comparable (because they only consider gaze
behaviour of local participants). These extra entries have been added because the iCat’s
gaze behaviour is very unnatural.

Table 13: iCat Corpus General Gaze Statistics (Series 1)
Meeting Speaker A B C Other Units Avg Unittime
1a-remote A - 32% 25% 43% 226 3.1

B - - - - - -
C 30% 40% - 30% 205 3.4

Total time: 210 503 172 511
Total units: 57 175 60 129

Avg unit time: 3.7 2.9 2.9 4.0

1b-icat A - 26% 14% 60% 101 4.8
B 53% - 46% 1% 16 30.1
C 27% 25% - 48% 121 4.0

Total time: 383 243 287 534
Total units: 41 83 33 81

Avg unit time: 9.3 2.9 8.7 6.6

1b-icat A - 26% 14% 60% 101 4.8
B 53% - 46% 1% 16 30.1
C 27% 25% - 48% 121 4.0

Total time: 128 243 67 526
Total units: 33 83 26 80

Avg unit time: 3.9 2.9 2.6 6.6

Some remarks concerning these numbers:

1. People look more at the screen (remote setting) than at the iCat. For speaker A:
32% vs 26%, for speaker C: 40% vs 25%.

2. The time spend not looking at the iCat is seemingly spent looking at the surround-
ings. For speaker A: 43% vs 60%, for speaker C: 30% vs 48%.

3. The iCat’s gaze behaviour is very different than that of the local participants. It is
characterized by very long stares at either one of the other speakers, and few focus
of attention shifts. This makes it very unnatural.

Hypothesis 3a: The local participants do indeed look more at the video screen than at
the iCat.

Looking at the iCat video’s, it feels as though the local participants only look at the
iCat whenever it’s performing one of his actions, like looking to the left or right, nodding,
smiling, etc. In order to see if the statistics can back up this idea, we looked at the times
that the participants look at the iCat and looked if the iCat was taking an action right
before that. The results can be seen in Figures 24 and 25.
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Table 14: iCat Corpus General Gaze Statistics (Series 2)
Meeting Speaker A B C Other Units Avg Unittime
2a-icat A - 7% 29% 64% 65 7.9

B 36% - 58% 6% 12 42.8
C 35% 8% - 57% 94 5.5

Total time: 360 77 448 653
Total units: 38 31 30 72

Avg unit time: 9.4 2.4 14.9 9.1
2a-icat A - 7% 29% 64% 65 7.9

B 36% - 58% 6% 12 42.8
C 35% 8% - 57% 94 5.5

Total time: 177 77 150 622
Total units: 34 31 24 70

Avg unit time: 5.2 2.4 6.3 8.9
2b-remote A - 36% 35% 29% 123 4.8

B - - - - - -
C 26% 27% - 47% 162 3.6

Total time: 152 365 205 449
Total units: 51 95 40 99

Avg unit time: 3.0 3.8 5.1 4.5

In meeting 2a-icat, 25% of the glances happen right after an iCat action (1s) and 50%
within 4 seconds. This shows that in this meeting, the local participants are reasonably
“distracted” by these iCat movements. In meeting 1b-icat, the numbers do not really show
such behaviour.
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Figure 24: The percentage of glances at the iCat (y-axis) within a number of seconds after
an iCat action (x-axis) for meeting 1b-icat.

Table 15 show how much people look at the one who is speaking. For 1a-remote: Row A,
column C (107 (52%)) means that C has been looking at speaker A while he was talking
for 107 seconds, which is 52% of the total time that speaker A has been speaking (202
seconds total, see Table 12).

Table 15: iCat Corpus Speaker/Gaze Statistics
Meeting Speaking A-Looking B-Looking C-Looking
1a-remote A - - 107 (52%)

B 80 (55%) - 79 (54%)
C 89 (34%) - -

1b-icat A - 96 (78%) 50 (41%)
B 44 (35%) - 17 (13%)
C 19 (13%) 136 (97%) -

2a-icat A - 94 (58%) 91 (56%)
B 3 (4%) - 3 (4%)
C 91 (56%) 104 (65%) -

2b-remote A - - 61 (38%)
B 64 (80%) - 53 (66%)
C 93 (52%) - -
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Figure 25: The percentage of glances at the iCat (y-axis) within a number of seconds after
an iCat action (x-axis) for meeting 2a-icat.

6.8.4 Turn Taking Behaviour

Table 16 show the frequency of occuring Bi-Grams for the 4 meetings. The last three
columns show how often, for that Bi-Gram an overlap occurs, how much time those over-
laps cover and what the average time per overlap is.

The bigrams “AA” in the table above means that speaker A had had a turn, then there was
a pause in which other speakers had time to take over, but speaker A eventually decided
to continue talking.

Figures 26 and 27 show the distribution of pauses between bigrams of speaker-pairs.
The blue bars show the AB and BA bigrams (left), the red bars show the AC and CA
bigrams (center) and the green bars show the BC and CB bigrams (right). The horizontal
axis is divided as: pause between -3 and -2 seconds . . . pause between 6 and 7 seconds.
A negative pause means that there is that much overlap between the two corresponding
speaker turns.

In the second series (2a and 2b), the red bars tend to lean more the left, showing that there
are shorter pauses and more overlap between the speach of the two local participants. In
the first series (1a and 1b) this tendency is less clear. Table 17 shows the total amount of
AB/BA (etc...) bigrams and the average pause length between them for all four meetings.
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Table 16: iCat Corpus Speaker Statistics
Meeting Bi-Gram Frequency Percentage Overlaps Time Avg
1a-remote AB 24 20% 5 3.8 0.76

BA 19 16% 5 3.1 0.62
BC 18 15% 3 0.5 0.17
CA 16 13% 3 2.1 0.70
CB 13 11% 6 4.2 0.70
AC 10 8% 4 1.4 0.35
BB 10 8% - - -
AA 8 7% - - -
CC 3 2% - - -

1b-icat AB 16 22% 4 1.4 0.35
BC 14 19% 2 0.5 0.25
BA 10 14% 3 2.7 0.90
CA 9 12% - - -
CB 8 11% 2 0.9 0.45
AA 7 10% - - -
BB 6 8% - - -
AC 3 4% - - -

2a-icat CC 20 18% 5 1.7 0.34
CB 20 18% 1 0.2 0.17
BC 19 17% 1 0.1 0.14
AC 18 16% - - -
CA 18 16% 2 0.7 0.35
AA 6 5% - - -
BB 5 5% - - -
AB 2 2% - - -
BA 2 2% - - -

2b-remote CA 30 18% 11 3.5 0.32
AC 28 17% 7 2.1 0.30
AA 26 16% - - -
BC 23 14% 4 1.9 0.48
CB 22 13% 3 0.4 0.13
CC 20 12% - - -
AB 8 5% 2 1.0 0.50
BA 6 4% - - -
BB 3 2% - - -

Hypothesis 2: The last three meetings here show that communication between the two
local participants (A and C) goes quicker than when the remote participant is involved. It
is strange to notice that in the first meeting (1a-remote), it is exactly the other way around.
Overall the hypothesis can be considered confirmed.

Table 18 shows the average pause duration before and after each participant turns. The
last two columns show the average pause before and after the speaker turns disregarding
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Figure 26: Pause duration between speaker-pairs for meetings 1a-remote and 1b-icat.

Figure 27: Pause duration between speaker-pairs for meeting 2a-icat and 2b-remote.

Table 17: iCat corpus average pause durations between two participants (including over-
laps)

Meeting Bi-Grams Frequency Avg. Pause
1a-remote A+B 43 0.758

A+C 26 0.834
B+C 31 0.580

1b-icat A+B 26 1.240
A+C 12 1.008
B+C 22 1.186

2a-icat A+B 4 1.122
A+C 36 0.651
B+C 39 1.245

2b-remote A+B 14 1.954
A+C 58 0.665
B+C 45 1.008
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overlaps in the speech (NO = No Overlaps).

Table 18: iCat corpus average pause durations before and after each participant.
Meeting Participant Before After Before (NO) After (NO)
1a-remote A 1.225 1.265 1.655 1.765

B 1.932 1.795 2.743 2.257
C 0.900 1.059 1.241 1.747

1b-icat A 1.197 2.113 1.470 2.561
B 1.940 1.357 2.519 1.756
C 1.310 0.936 1.518 1.119

2a-icat A 1.907 1.832 2.095 2.350
B 1.547 1.091 1.613 1.141
C 1.712 1.947 1.950 2.069

2b-remote A 1.683 1.255 2.114 1.525
B 1.219 1.388 1.487 1.655
C 1.371 1.662 1.688 2.131

Hypothesis 2a: The data in Table 18 does not show that there is on average a longer
pause after the remote participant (B) has spoken.

Hypothesis 2b: The data in Table 18 does not show that there is on average a longer
pause before the remote participant (B) starts speaking.

6.8.5 Questionnaire results for the iCat corpus

Both de Vries [2008] and van der Veeken [2008] have conducted questionnaires with
the participants of the recorded meetings in the iCat corpus. The results are summarized
below, starting with the main results from de Vries [2008]:
• The local participants prefer the video/remote situation; the remote participant had

no preference between iCat or remote.
• The participants in general had a larger feeling of copresence in the video/remote

situation compared to the icat situation.
The next results are taken from van der Veeken [2008]:
• In terms of involvement, the local participants preferred the video/remote setting,

the remote participant preferred the iCat setting.
• In terms of satisfaction, pleasure, helpfulness of the group members, and informa-

tion sharing, the local participants preferred the video/remote setting as well. The
remote participants once again preferred the iCat setting.

• All participants preferred the video/remote settings for turn-taking purposes.
• For adressing, the local participants preffered the video/remote setting. The remote

participants preferred the iCat setting.
• For grounding the preferences where turned around. The local participants found

this easier in the iCat setting whereas the remote participant preferred the video/re-
mote setting.
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• In general, the local participants preferred the video/remote setting, whereas the
remote participants where neutral.

Hypothesis 3: The results of the questionnaires confirm that the meeting participants
feel in general more comfortable with the video/remote setting. The reason for this remains
unclear.
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6.9 Comparison with the AMIDA Corpus

We are interested in knowing how the findings of the experiments with the iCat and Re-
mote video settings apply to a more mature corpus, the AMIDA corpus. Keeping in mind
the hypotheses that appear to hold truth according to the analysis of the iCat corpus, the
recordings of several meetings in the AMIDA corpus have been thoroughly examined.
In particular, the meetings that have 3 local participants and 1 remote participants are
considered. The reason for this is that this setting most closely resembles the iCat cor-
pus settings. The sections below contain lists of notes where there is something noticable
about the communication between the remote participant and the local participants for a
series of AMIDA meetings.

6.9.1 ED1005b

• During the first presentation of one of the local participants, the other participant’s
spend a lot of time looking at the RP, even though the presentation is addressed to
the group.

• During the second presentation, all local participants spend long stretches of time
looking at the RP’s screen, including the current speaker, even though the presen-
tation is addressed to the group.

• The transition from a local participant’s presentation to the presentation of the RP
goes very smoothly through direct addressing of the RP by the Project Manager
(who can be seen as discussion leader).

A: So we’re now going on to your section Lawrence, if you wanna take control
here...

• A short repair made by one of the local participants to one of the other local par-
ticipants’s speech is confusing for the RP, and his attempt to understand it is being
ignored.

D: ... so uh we could um um
A: Incorporate the feature to find the remote control.
D: Yeah that’s right.

RP: Can you repeat that?
D: And then uh fifty percent ...

• During the discussion sections (non-presentation), the RP’s contributions are only
there when specificially asked for, and are usually very short.

A: Lawrence, you okay with that?
RP: Yes.

6.9.2 ED1005c

• The first time the RP is addressed, five consecutive explicit address terms are being
used before he (Lawrence) notices that it is his turn to speak:

B: ... Uh I’ll pass over to my uh user interface designer if he’s here.
B: Lawrence?
A: Lawrence?
B: Knock, knock.
A: Lawrence.
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• The end of the RP’s “presentation” ends with a long list of partly overlapping
confirmations that everything was clear:

B: Okay.
A: Alright, thank you.

RP: Any questions?
A: O uh it’s good.

RP: Clear as crystal?
A: That was good.

RP: Okay.
A: Okay?

RP: Okay.
• On the first attempt of the RP to break into a conversation between the local par-

ticipants to give his opinion about one of the evaluation criteria, every attempt gets
interrupted with overlapping speech by one of the locals. Eventually the RP seems
to give up on that points and says “One for the very good.” (meaning he votes
perfect for the criteria being discussed).

• On a number of occassions, when the opinion of the RP is wanted, the RP needs a
quick recap of what was going on, taking the speed out of the conversation:

A: Lawrence?
RP: For what?

D: For theme.
A: Pick a number. [laugh]
B: [laugh]
D: [laugh]

RP: A number for what? [laugh] Which section?
A: For the theme.
D: [laugh]

RP: Theme, mm. I’d say we should go for two ...
• When the RP is paying more attention to the meeting at hand, i.e. when he is

looking at the screen displaying the meeting room, his responds to the conversation
are quick and uninterrupted.

• Short feedback respones like “good” and “looks good to me” happens frequently
within the meeting room, but are used rarely by the remote participant.

• When the RP makes a short comment during a discussion, these comments are usu-
ally left uncommented on by the local participants, leaving the RP unsure whether
he is being heard, leading to comments like:
RP: Do you happen to hear me?

– ...
RP: Tsveta, do you hear me? Oh, have you heard me a few moments ago?

6.9.3 ED1007b

• During the first presentation in the meeting, most of the visual focus of attention
(gaze) is in the direction of the projector screen and the RP-screen.

• During the first presentation, multiple short discussions take place between local
participants. The remote participant is completely left out here. During these dis-
cussions, al gaze is directed from and to the local participants.
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• The first change of floor to the RP is done via the project manager, addressing the
RP by its role; this goes very smoothly.

• The moment the project manager initiates a short discussion with the RP, a lot of
speaker overlap occurs, where both participants try to take the ground, and both
don’t give up to easily. This leads to a seemingly natural discussion, with quick
reactions to each other, be it with much more overlap than discussions between
local participants.

• During the course of the meeting, the RP comments on the discussion a few times.
This is often a quite rude interruption, where the RP raises his voice to get the
attention of the local participants. Because of the sudden grab of floor, there is no
immediate feedback from the local participants, leading to confusion on the side
of the RP:
RP: ... Can you hear me?

6.9.4 ED1007c

• The remote participant gets called away to some important business after a couple
of minutes in the meeting, so this meeting does not contain too much interaction
with the RP.

• Halway in the local participants need the attention of the RP, so they use a spe-
cial signal (beep) to notify the RP. This works good, and a temporary discussion
between the local participants and RP goes on without too much difficulty.

• A thing to note about visual focus of attention to the RP in this meeting is that the
RP is never really in the camera picture, so there is no real reason to look at him.

6.9.5 Generalization

• In general, communication between RP and local participants seem to go more
natural in the 1007 meeting series. A reason for this could be that the RP in 1007b
and c is a little more dominant in interrupting the meeting and not letting go of the
floor too easily.

• The following two tables (19 and 20) taken from UTwente [2008] show the number
of dialogue acts uttered by every speaker in the meetings ED1005b and ED1005c,
including to whom that dialogue act is addressed. The “Total” column that is
added here shows the total number of dialogue acts for every speaker. Strangely,
these numbers are distributed quite evenly among the speakers. Because both
meeting contain quite long presentations where a single speaker is uninterrupt-
edly speaking for several minutes, a last column is added where the amount of
uttered dialogue acts that do not fall within a “presentation” are counted. These
numbers are in line with Hypothesis 1 that local participants are more dominant
in a conversation.

• Regarding Hypothesis 2a and Hypothesis 2b the following can be said: because
the network delay in the AMIDA meetings is extremely low, the longer pause the-
ory does not really apply. What does happen in discussions between RP and local
participants is that a lot of overlapping speech occurs. These overlaps however, do
not compare well to the natural occuring overlaps that cause for fast floor swithces
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PM ID UI(R) ME ALL UNK Total Ind Total Total-PR
PM 7 20 28 116 55 55 226 226
ID 21 1 2 80 62 24 166 64
UI(R) 17 12 96 29 29 154 64
ME 20 1 10 51 70 31 152 98
Totals: 58 8 31 42

Table 19: Amida Remote Conceptual Design Meeting: ED1005b; Who talks to whom ta-
ble of a Conceptual Design Meeting. Roles: PM=Project Manager; ID=Industrial Design;
UI(R)= User Interface Design (the Remote Participant); ME=Marketing Expert.

PM ID UI(R) ME ALL UNK Total Ind Total Total-PR
PM 16 33 44 83 61 93 237 235
ID 39 22 31 71 96 92 259 215
UI(R) 19 3 23 138 65 45 248 149
ME 46 21 27 56 75 94 225 225
Totals: 104 40 82 98

Table 20: Amida Remote Detailed Design Meeting: ED1005c; Who talks to whom table.
Roles: PM=Project Manager; ID=Industrial Design; UI(R)= User Interface Design (the
Remote Participant); ME=Marketing Expert.

in natural face-to-face conversation. They do not just happen at the end of utter-
ances, and it often leads to confusion (both speakers don’t understand what the
other one is saying). So although speech overlaps a lot, the actual speed of the
discussion is not high, because people have to repeat everything they said during
the long overlaps or it simple does not come across to the addressee. That means
that Hypothesis 2 is partly true, the speech between local participants is faster, but
not because of more overlaps, but because of more natural overlaps in speech.

6.10 Conclusion

The conversational analysis performed in this work managed to confirm some of the Hy-
potheses made in Section 6.7. In some of the cases, the sparse statistical data alone is not
enough to confirm or deny a statement entirely, but in these cases, looking at hours of
multi-party conversation recordings helps to get an idea of where certain conversational
aspects go wrong. The problem of proving them then becomes one of getting more data,
and looking at the right type of data. Because large annotated corpora are not available at
this moment, this can not be done now.

Below follows a summary of the results of the research presented by the list of hypothe-
ses:

1. The local participants will be more dominant in the conversation, because the
remote participant will have problems grabbing the floor. This has been proven
correct by the analysis of speaker turns. Local participants take more and longer
turns than remote participants (see Table 12).
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1b. Because the iCat and Remote user lack the same abilities for grabbing the floor,
there will be no difference between the dominance of the iCat-user and the
Remote-user. The same speaker turn analysis shows that the iCat-users have quite
a few less turns, but only a little less time speaking than the video-users. You could
say that the video-users are a bit more dominant, but the differences are small.

2. The conversation between the local participants will be faster, with more overlaps
in speech. By looking at the pauses between speaker turns in Table 17 and Figures
26 and 27 we can conclude that in general, conversation between local participants
goes faster. The data shows that in three of the four iCat meetings, the pause be-
tween local participant turns is on average lower than the pause between a local
and the remote participant. However, in one of the meetings (1a-remote) this is
exactly the other way around.

2a. Pauses in the conversation will be bigger after the remote participant has spo-
ken. Table 18 shows mixed results in terms of pause duration after a remote par-
ticipant turn. This hypothesis can not be confirmed.

2b. The remote participant only starts speaking after a relatively long pause. Table
18 shows mixed results in terms of pause duration before a remote participant turn.
This hypothesis can also not be confirmed.

3. The local participants will feel more comfortable communicating with the remote
participant in the Remote setting, because the remote participant adheres
more to the Self-determination and Self-expression characteristics of conver-
sation. The results of the questionnaires in Section 6.8.5 confirm that the meeting
participants feel in general more comfortable with the video/remote setting, al-
though the reason for this remains unclear.

3a. For this reason, the local participants look more often to the Video screen than
to the iCat. The local participants do indeed look more at the video screen than
at the iCat (see Section 6.8.3). A clear reason for this can not be derived here,
altough the participants have been found more comfortable with the video-setting
(Hypothesis 3).
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Figure 28: Overview of the Meeting Room in Edinburgh where the scenario based Amida
remote meetings were recorded. At the right the screen where the interface designer is
visible for the three local participants. This is meeting ED1002B: the Project Manager is
seated in the middle front position, closest to the RP screen.

7 Remote Meetings
The section contains some results of our analysis of remote meetings. Based on our find-
ings we present what meeting support technology that aims to improve user engagement
in remote meetings should offer its users.

7.1 Addressing in Amida Remote Design Meetings

Does addressing behavior differ between remote and face-to-face meetings?

In the scenario based Amida meetings ED1005b and ED1005c, three members of the
group are sitting in the same room, one member is remote. The remote participant (RP)
has the role of User Interface Designer (UI). The RP has a video and audio contact with
the meeting room (MR). The people in the MR can see the RP on a tv screen. Figure 28
shows an overview of the meeting room in Edinburgh where the Amida meetings were
recorded.

The RP could not adjust the camera view.

Tables 21 and table 22 show who talks to whom in these two meetings. The table entries
count the number of dialogue acts (proper acts as well as backchannels, stalls and frag-
ments) spoken. For each speaker there is a row. The ALL column contains the numbers
of acts addressed to the Group. The number in the UNKNown column is the sum of the
number of improper acts and the number of acts for which it was not clear to the annota-
tor whether it was I(ndividually)-addressed or G(roup)-addressed; the right most column
contains the total number of I-addressed acts. Thus table 21 shows that in Amida meeting
ED1005b the Project Manager is the most talkative; and she is also most I-addressed by
the others11

11. This we see often in the AMI and Amida meetings: PMs G-address more than others and they are most
I-addressed by others. In general: the order of talkativity of participants is often the same as the order in
frequency of being addressed by others (see Bales and Gibson).
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PM ID UI(R) ME ALL UNK Total Ind
PM 7 20 28 116 55 55
ID 21 1 2 80 62 24
UI(R) 17 12 96 29 29
ME 20 1 10 51 70 31
totals 58 8 31 42

Table 21: Amida Remote Conceptual Design Meeting: ED1005b; Who talks to whom ta-
ble of a Conceptual Design Meeting. Roles: PM=Project Manager; ID=Industrial Design;
UI(R)= User Interface Design (the Remote Participant); ME=Marketing Expert.

PM ID UI(R) ME ALL UNK Total Ind
PM 16 33 44 83 61 93
ID 39 22 31 71 96 92
UI(R) 19 3 23 138 65 45
ME 46 21 27 56 75 94
totals 104 40 82 98

Table 22: Amida Remote Detailed Design Meeting: ED1005c; Who talks to whom table.
Roles: PM=Project Manager; ID=Industrial Design; UI(R)= User Interface Design (the
Remote Participant); ME=Marketing Expert.

How does these figures compare to the figures of the face-to-face design meetings? Tables
23 and table 24 show who talks to whom in the AMI face-to-face meetings IS1001b and
IS1001c, the co-located counterparts of the two remote Amida design meetings.

PM UI ID ME ALL UNK Total Ind
PM 42 21 18 132 114 81
UI 35 16 6 100 82 57
ID 7 12 5 68 91 24
ME 15 4 3 50 66 22
totals 57 58 40 29

Table 23: AMI Face-to-face Meeting: IS1001b; Who talks to whom table. Roles:
PM=Project Manager; ID=Industrial Design; UI= User Interface Design; ME=Marketing
Expert.

Not all Amida meetings have been annotated with the Dialogue Act Types as in the Ami
corpus. 12 Most of them however do have addressees labeled. Contrary to in the Ami pro-
cedure and annotation scheme for dialogue acts, where addressees were attributes of dia-
logue act elements, in this corpus addressees labels are assigned to spurts. These mostly
coincide with speaker turns, but when the speaker changes addressee midway a turn to
Group or to some (other individual) there is a segment boundary. Only those segments
are labeled when the speaker’s act is I-addressed. All other acts are supposed to be G-
addressed.13

12. meeting ED1002C has no DA annotation
13. UNC is used when the annotator was not certain about I-addressing of a segment. It rarely occurs in
the data.
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PM ID UI ME ALL UNK Total Ind
PM 11 28 6 104 61 45
ID 8 8 39 52 16
UI 21 15 91 65 36
ME 7 24 25 7
totals 36 26 36 6

Table 24: AMI Face-to-face Meeting: IS1001c; Who talks to whom table. Roles:
PM=Project Manager; ID=Industrial Design; UI= User Interface Design; ME=Marketing
Expert.

Table 25 shows for four of the Amida meetings how often speakers I-address others. It
includes -between brackets- how often of these the RP is I-addressed. In the row of the
remote participants -UI(RP)- the figure between brackets denotes the number of times the
RP addresses the Project Manager.

The numbers show that the RP hardly I-addresses others, and when they do they address
the PM. RPs are not easily I-addressed by others either, and mostly by the PM.

There is a general rule that says that when A I-addresses B often then B I-addresses A
also often. There is an exception for Project Managers: they are often I-addressed but they
talk more to the group. More detailed analyses will be carried out to see in what indices
of context (activities of group, types of talk) influence this behavior.

ED1002b ED1002c ED1005b ED1005c
PM 57(20) 34(17) 35(17) 35(18)
ID 13(2) 12(3) 6(1) 22(10)
UI(R) 5(PM=5) 3(PM=3) 6(PM=5) 5(PM=2)
ME 7 24(3) 24(3) 7(5) 34(22)

Table 25: I-addressing in four of the AMIDA remote meetings: Roles: PM=Project Man-
ager; ID=Industrial Design; UI= User Interface Design; ME=Marketing Expert. In meet-
ing ED1002b the PM I-addresses 57 times of which 20 times the remote participant.

7.2 The back channel in remote meetings

The “back-and-forth nature of speaking and listening between two or more interactants”
(Goffman [1974], p. 213), is maintained and regulated by non-verbal gestures like head
nods, and other small acts. They happen on the “back channel”.

In fact, both the person who has the turn and his partner are simultaneously
engaged in both speaking and listening. This is because of the existence
of what I call the back channel, over which the person who has the turn
receives short messages such as “yes” and “uh-huh” without relinquishing
the turn. The partner, of course, is not only listening, but speaking occasion-
ally as he sends the short messages in the back channel. The back channel
appears to be very important in providing for monitoring of the quality of
communication. (“On Getting a Word in Edgewise”, Yngve [1970], p. 568)

AMIDA D1.3: page 60 of 100



D1.3 Analysing Meetings

We observed that the backchannel between the RP and the meeting room is much less
used than in face-to-face meetings. In the AMI meetings 11% of all dialogue acts are back
channel acts. Although not all of the four members equally often backchannel, we don’t
see large differences in their behavior. We noticed that backchannel behavior is elicited
by speaker gaze, so partners that are often gazed at by speakers tend to backchannel more
than partners that are less gazed at by speakers. As Table 26 shows the number of back
channel acts in the 2 remote meetings is much less than in the face-to-face AMI meetings.
The RP hardly backchannels, which could be a token of less engagement.

All All-RP BC BC-RP
ED1005C 969 248 29 2
ED1005B 698 154 26 0
ED1002B 1278 227 131 7

Table 26: Backchannel counts in three Amida Meetings with four participants of which
one remote (RP). Columns show All: all dialogue acts; All-RP: the number of dialogue
acts by the remote partner; BC: the total number of back channels act in the meeting.
BC-RP: the number of back channel acts by the remote partner.

The timing of backchanneling is quite critical. In case of a delayed audio channel a vocal-
ized backchannel act will arrive too late at the site of the main speaker, and this may lead
to confusion. Once people have experienced that untimely received backchannel acts eas-
ily become a source of trouble they will refrain from using the back channel and remain
quiet while someone else is speaking. And this results in the phenomenon that speakers
feel they are “talking into a void”; speakers miss the direct feedback signals that tell them
that their message is heard and how it is received.
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8 Meeting Support Technology
Technologies for remote group collaboration are in common use, and improving all the
time. However, current video and telephone conferencing technology is an impoverished
medium of communication compared with face-to-face meetings. The AMIDA project
builds on the AMI project (IST FP6-506811, http: //www.amiproject.org) to design and
implement technologies that recognize and overcome the communication difficulties that
groups face.

This section tries to draw some conclusions from our analysis of face-to-face and remote
design meetings. It presents some ideas about what improvements remote meeting sup-
port technology could bring as well as what the implications of this technology are. We
start with some general remarks about the term “mediated” in the context of mediated
communication.

The difference between mediated communication and face-to-face communication resem-
bles in a way the difference between a conversation of two peoples that speak the same
language and a conversation of two peoples that do not share the same language. Being
able to talk in your own language means that the ideas or messages come with their word-
ings. There is no real distinction between the content of the expression and the form of
the expression. Whereas if you have to talk in a strange language you have to “translate”
what you want to say into some form in order to bring it as a message understandable
for others. (We say: this is a bread and the French call it un “pain”) Only if we reflect
on language - as linguists do professionally - we distinguish between the words as tokens
and their meaning, not if we speak. If we use the words, we don’t use them as we use
a tool, instead we are immediately present in what they bring about, in the intentional
act. As far as the listener or observer of our expression shares the idea that is intended
there is communication. But this is never complete, and we can never be sure that there is
complete mutual understanding. We can learn a language and so we can learn to use tools
to bring about ends. The more we have become used to a tool through practice the more
immediate we can handle and bring about what we want. The tool then becomes a part
of our body, the immediate observable form of ourselves, that what immediate, whether
we want it or not, expresses how we stand, what our mood is. The less familiar we are
with the tools we use, the more we have to concentrate on the working with the tool, the
less attention we can pay to the immediate effects it brings about: the technology stands
in between, it is not a transparent means as the words we speak are transparent means to
express meaning. The intentional dialogue act is not something that exists as a complete
ideal thing (in a Platonic or mathematical world) and that becomes real in a joint proces
between a speaker and a listener (as the relation between a mathematics sequence of num-
bers and its limit) the content itself is what is changing and gets shape in a unpredicted
way through the proces of interaction. That is the interaction creates the act, it doesn’t
realize the act as if it was already completely specified before. It is only in retrospect that
we create the idea of an intentional act as if it was already what is has become in reality.

Mediated communication is communication where you have to do something in order to
achieve something else. Immediate communication is communication where no distinc-
tion is felt between the act that you are actually involved in and that what you are doing.
Thus, the difference is really a difference in stance towards the act that you are involved
in. In a technological view in which language can only be seen as a tool used to achieve
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communication14 this distinction between immediate and mediated communication can-
not be made. Mediated communication is always based on immediate communication.
Where every form of communication has this mediated aspect, sometimes, as in remote
meetings and when we have to sue a strange code system it is more apparent and forces
us to make a transformation from the way we immediately express what we think, what
to do into something that serves as a means to do that.

Face-to-face meetings differ from mediated meetings in a number of ways. In one way
or another differences have to do with the fact that participants in a remote meeting are
present in a physical space that they do not share immediately through direct contact.
Having a live meeting means communication, and that means sharing ideas, participating
in joint synchronized activities with others.

In Yankelovich et al. [2007] the authors give a list of problems that people experience
with communication in hybrid meetings, i.e. meetings where some people are local and
some are remote.
Audio problems. • Poor quality speaker phones

• Too much background noise
• Multiple speaker speaking at the same time can be difficult to understand
• People speaking too far from microphones

Remote attendee problems • Inability to conduct side conversations.
• In-room attendees forget about remote people
• Challenging to brake into lively conversation
• Difficult to detect in-room speaker changes
• Hard to identify people currently in the meeting room
• Hard to identify the current speaker
• Difficult to participate in brain-storming sessions
• Cannot see in-room demonstrations or artifacts

Conference room problems • Local people more emotionally salient than remote
participants.

• Easy to forget about remote participants
• Often do not know who is still connected

We elaborate on some of these problems in remote meetings.

The impact of delay on communication. Since communication in what ever form
rests on the physical contact layer, the most critical requirement for mediated commu-
nication is the capacity and speed of the audio and visual channels. Audio delay has
great impact on the flow of conversation. In Ruhleder and Jordan [1999] and in O’Conaill
et al. [1993] the impact of audio and video delay on distributed communication is stud-
ied. Delay generated by communication technology affects trust and confidence between
communicators because it disturbs natural turn taking process, a key element in social
interaction (Duncan [1972]). The authors argue that in face to face communication peo-
ple can signal problems in communication that can not easily be repaired with in remote
conversations because the source of the problem is not easy to identify.

Transmission delay may cause:

14. recall the book title “How to do things with words”, Austin [1962]
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• Unnecessary rephrasings, because when the speaker stops and expects that some-
one will take turn, it takes some time before she receives an answer, so she thinks
it was not clear.

• Misapplied feedback. Listeners give feedback to the speaker to make clear that he
can go on, that he is understood, or that they agree with what the speaker says,
without intending to take the floor. Time delay may cause that these signals are re-
ceived at times they are not expected by the speaker, so that they are misinterpreted
and hence may cause disruption of the interaction.

Interactions with more formal turn-taking rules such as formal meetings are less likely
to suffer from the delay caused by the mediating technology. In general people show a
great capacity to adapt their behavior to the affordances of the mediating technology. It
is therefor important to realize that people need to get familiar with the technology. It is
also important that participants know what the partners they are interacting with can hear
and can see, to avoid the problem that Ruhleder et al. identified with the identification
and agreement about the cause of the communication problem. Therefore it makes a dif-
ference if partners share the same technology and know how information is received at
the other side of the channel. This may be also the reason why hybrid meetings are more
problematic than meetings that are symmetric, and where every participant is remote (cf.
Yankelovich et al. [2007]).

It is important that participants in a conversation know who is talking and know if they
are being referred to or addressed by the speaker. Our analyses are in line with the earlier
findings: it shows that in remote meetings partners refrain from using verbal backchannel
signal, which makes that speakers often experience that they talk in a void. Visual contact
may help here. This is one of the conclusion in Donath [2001], a study that investigates
the various functions of the face in communication and the pros and cons of mediating
the face, a real picture, a video or some make up in remote conversations. Addressing
in remote meetings is more explicit, since speakers are often not convinced that the re-
mote partner is paying attention. We also see more structured meetings, where the project
manager has a leading role in announcing how the meeting or a discussion is organized
and who will talk next (see the transcript of the remote meetings in the appendices of this
report)15.

The visual channel is important when people discuss objects, or documents. Moreover, it
helps to identify who is speaking and to signal focus of attention of the speaker, which
helps understanding verbal referring expressions. Remote meetings have the advantage
that it is easier to do time-sharing, and only pay attention if something interesting happens.
But this requires technology that on the one hand helps remote participants to point at
interesting parts, on the other hand helps to inform participants the status of attentiveness
in the meeting.

15. Automatic identification and analyses of these type of organizing, reflexive, utterances, could help
segmentation, as well as addressing recognition

AMIDA D1.3: page 64 of 100



D1.3 Analysing Meetings

9 Future Work: WP1 research in year 2009

In the last year of Amida (2009) WP1 will continue the research on the following topics:

1. Physicality in scenario-based remote and natural design meetings (UT).
2. Deictic references and framing in face-to-face and remote design meetings.
3. Communication failures in remote meetings.

The results of this research will be reported in the final deliverable of WP1. Besides that
we will work on journal publications about:

• Eliciting acts: matching questions and answers in conversations (UT).
• Voting classifiers: exploiting annotated corpora that show systematic contextual

dependencies in the agreement between annotators. (UT)
• Subjectivity: agreement and disagreement in conversations. (UEDIN)

9.1 Physicality

We will analyze the naturalistic design meetings captured during year 2007-08. A main
focus of this analysis would be to understand the role of material artefacts in supporting
communication and collaboration amongst the designers. A detailed taxonomy of these
artefacts will be developed. This work will be used to inform WP2 and WP6 in order to
develop an application to support remote communication between designers. The applica-
tion will be about supporting mediated awareness amongst distant designers. The analysis
in WP1 will be focused on how artefacts help in mediating awareness.

9.2 Deictic References and Framing

We plan to do a qualitative analysis of the argument that conversational language tech-
nology can benefit from a closer consideration of participant deixis within an activity-
oriented view of language. We will investigate how the words ”I”, ”you”, and ”we” play
a role in the expression and organization of important meanings in spoken and written
language. We hope to show that its use reflects how participants frame their individual
and group identities, social relationships, and their participation in the conversational ac-
tivity. The principal goal will be to show how technologies like discourse summarization,
segmentation, structuring, and indexing can be improved by the use of such knowledge.
Concentrating on the above forms (first- and second-person pronouns) as well as verb
tense and aspect, modality, and subjective and meta-discourse, we will outline a simple
analytical framework for exploring how meaning and action are organized and expressed
across different conversational genres. Using the general framework, we then plan to show
how it can be employed specifically for small group organizational meetings. We will ex-
plore the role of deixis in summarizing/characterizing whole conversations and episodes,
and its pragmatic meaning within individual speech acts and clauses, and in phrases and
words.

9.3 Communication Failures in Remote Meetings

We will continue our analysis of remote meetings with a special focus on how remote
partners jointly coordinate and manage their activities in addressing, and turn-taking. We
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will look how failures in addressing and turn-taking are related to the audible and visual
affordances of the communication technology. We hope that we can come to improved
insights in the constraints that communication delay has on the possibility that partners in
remote conversations share visual and audio space in synchrony. The research may lead to
a number of detailed requirements for technology that supports engagement and control
in remote meetings.

AMIDA D1.3: page 66 of 100



D1.3 Analysing Meetings

References

Jean C. Carletta. Unleashing the killer corpus: experiences in creating the multi-
everything AMI meeting corpus. Language Resources and Evaluation, 41(2):181–190,
May 2007. ISSN 1574-020X. doi: 10.1007/s10579-007-9040-x.

W.M. Post, A.H. Cremers, and O.B. Henkemans. A research environment for meeting
behavior. In A. Nijholt, T. Nishida, R. Fruchter, and D. Rosenberg, editors, Social
Intelligence Design, Enschede, The Netherlands, 2004.

H.H. Clark. Using language. Cambridge University Press, The Edinburgh Building,
Cambridge CB2 2RU, UK, 1996.

Janet E. Cahn and Susan E. Brennan. A psychological model of grounding and re-
pair in dialog. In Proceedings, AAAI Fall Symposium on Psychological Models of
Communication in Collaborative Systems, pages 25–33. American Association for Ar-
tificial Intelligence., 1999.

Emanuel A. Schegloff. Discourse as interactional achievement: Some uses of ”uh huh”
and other things that come between sentences. In D. Tannen, editor, Analyzing
discourse, text, and talk, pages 71–93. Georgetown University Press, Washington, DC,
1982.

D. R. Traum and P. A. Heeman. Utterance units and grounding in spoken dialogue. In
Proc. ICSLP’96, volume 3, pages 1884–1887, Philadelphia, PA, 1996.

David R. Traum. A computational theory of grounding in natural language conversation,
1994.

T. Paek and E. Horvitz. Uncertainty, utility, and misunderstanding: A decision-theoretic
perspective on grounding in conversational systems. In AAAI Fall Symposium on
Psychological Models of Communication in Collaborative Systems, November 5-7
1999.

Erving Goffman. Footing. In Forms of Talk, pages 124–159. Philadelphia: University of
Pennsylvania Press, 1981.

K. Krippendorff. Content analysis: An Introduction to Its Methodology. Thousand Oaks,
CA: Sage, 2nd edition, 2004.

J. Carletta, A. Isard, S. Isard, J.C. Kowtko, G. Doherty-Sneddon, and A.H. Anderson.
The reliability of a dialogue structure coding scheme. Computational Linguistics, 23
(1):13–31, 1997a.

AMI Consortium. Guidelines for dialogue act and addressee. Technical report, AMI
Consortium, 2005.

H. H. Clark and F. E. Schaefer. Dealing with overhearers. In Arenas of language use.
Chicago: University of Chicago Press, 1992.

Dennis Reidsma and Jean C. Carletta. Reliability measurement without limits.
Computational Linguistics, 34(3):319–326, September 2008. ISSN 0891-2017. doi:
10.1162/coli.2008.34.3.319.

Dennis Reidsma. Annotations and Subjective Machines - Of Annotators, Embodied
Agents, Users, and Other Humans. Center for Telematics and Information Technol-
ogy (CTIT), Enschede, the Netherlands, 2008.

Dennis Reidsma, Dirk Heylen, and H. J. A. op den Akker. On the contextual analysis
of agreement scores. In Jean-Claude Martin, Patrizia Paggio, Michael Kipp, and Dirk
Heylen, editors, Proceedings of the LREC Workshop on Multimodal Corpora, pages
52–55. ELRA, ELRA, May 2008. ISBN 2-9517408-4-0.

AMIDA D1.3: page 67 of 100



D1.3 Analysing Meetings

Dennis Reidsma and H.J.A. op den Akker. Exploiting ‘subjective’ annotations. In
Ron Artstein, Gemma Boleda, Frank Keller, and Sabine Schulte im Walde, edi-
tors, Proceedings of the Coling Workshop on Human Judgments in Computational
Linguistics, August 2008. to appear.

T. Wilson. Annotating subjective content in meetings. In Proceedings of LREC, 2008.
John J. Godfrey, Edward Holliman, and J. McDaniel. SWITCHBOARD: Telephone

speech corpus for research and development. In Proceedings of IEEE ICASSP-92,
pages 517–520, San Francisco, CA, 1992.

I. McCowan, J. Carletta, W. Kraaij, S. Ashby, S. Bourban, M. Flynn, M. Guillemot,
T. Hain, J. Kadlec, V. Karaiskos, M. Kronenthal, G. Lathoud, M. Lincoln, A. Lisowska,
W. Post, D. Reidsma, and P. Wellner. The AMI Meeting Corpus. In Proceedings
of Measuring Behavior 2005, the 5th International Conference on Methods and
Techniques in Behavioral Research, Wageningen, Netherlands, 2005.

Lou Burnard. Reference Guide for the British National Corpus (World Edition), 2007.
Thorsten Brants and Alex Franz. Web 1T 5-gram Version 1. Linguistic Data Consortium,

2006.
Alexander Gruenstein, John Niekrasz, and Matthew Purver. Meeting structure annotation:

data and tools. In Proceedings of the 6th SIGdial Workshop on Discourse and Dialogue,
Lisbon, Portugal, September 2005.

Matthew Purver, Patrick Ehlen, and John Niekrasz. Detecting ac-
tion items in multi-party meetings: Annotation and initial experi-
ments. In Steve Renals, Samy Bengio, and Jonathan Fiscus, editors,
Machine Learning for Multimodal Interaction: Third International Workshop, MLMI 2006, Bethesda, MD, USA, May 1–4, 2006, Revised Selected Papers,
volume 4299 of Lecture Notes in Computer Science, pages 200–211. Springer, 2006a.

Matthew Purver, Patrick Ehlen, and John Niekrasz. Shallow discourse structure for
action item detection. In Proceedings of the HLT-NAACL Workshop: Analyzing
Conversations in Text and Speech (ACTS), pages 31–34, 2006b.

Matthew Purver, John Dowding, John Niekrasz, Patrick Ehlen, Sharareh Noorbaloochi,
and Stanley Peters. Detecting and summarizing action items in multi-party dialogue.
In Proceedings of the 8th SIGdial Workshop on Discourse and Dialogue, Antwerp,
Belgium, September 2007.

Jean Carletta, Stephen Isard, Anne H. Anderson, Gwyneth Doherty-Sneddon, Amy Is-
ard, and Jacqueline C. Kowtko. The reliability of a dialogue structure coding scheme.
Computational Linguistics, 23(1):13–31, 1997b.

Surabhi Gupta, John Niekrasz, Matthew Purver, and Daniel Jurafsky. Resolving “you”
in multi-party dialog. In Proceedings of the 8th SIGdial Workshop on Discourse and
Dialogue, Antwerp, Belgium, September 2007.

J. Searle. Speech Acts: An Essay in the Philosophy of Language. Cambridge: Cambridge
University Press, 1969.

Emanuel A. Schegloff and Harvey Sacks. Opening up closings. Semiotica, 7(4):289–327,
1973.

N. Jovanovic. To Whom It May Concern: Addressee Identification in Face-to-Face
Meetings. Center for Telematics and Information Technology (CTIT), Enschede, the
Netherlands, 2007.

David R. Gibson. Participation shifts: Order and differentiation in group conversation.
Social forces, 81(4):1335–1381, 2003.

AMIDA D1.3: page 68 of 100



D1.3 Analysing Meetings

H. Sacks, E.A. Schegloff, and G. Jefferson. A simplest systematics for the organization
of turn-taking for conversation. Language, 50:696–735, 1974.

Daniel C. O’Connell, Sabine Kowal, and Erika Kaltenbacher. Turn-taking: A critical
analysis of the research tradition. Journal of Psycholinguistic Research, 19, No. 6:
345–373, 1990.

S Wortham. Deictic mapping. Journal of Pragmatics, 25:331–348, 1996.
R. op den Akker and M. Theune. How do i address you? - modelling addressing be-

havior based on an analysis of a multi-modal corpus of conversational discourse. In
Proceedings of the AISB 2008 Symposium on Multimodal Output Generation (MOG
2008), Aberdeen, UK, pages 10–17, April 2008.

Gene H. Lerner. Selecting next speaker: The context-sensitive operation of a context-free
organization. Language in Society, 32:177–201, 2003.

Gene H. Lerner. On the place of linguistic resources in the organization of talk-in in-
teraction: “Second person” reference in multi-party conversation. Pragmatics, 6(3):
281–294, 1996.

Emanuel A. Schegloff. Some practices for referring to persons in talk-in-interaction: A
partial sketch of a systematics. In B. Fox, editor, Studies in Anaphora, pages 437–485.
Amsterdam: John Benjamins, 1996.

C. Heath and P. Luff. Collaboration and control: Crisis management and multimedia tech-
nology in london underground line control rooms. Computer Supported Cooperative
Work, 1(1):24–48, 1992.

T. Robertson. Cooperative work and lived cognition: A taxonomy of embodied actions.
In Proceedings of ECSCW’97, pages 205–220. Kluwer Academic Publishers, 1997.

F. van der Veeken. Effects of using an icat in remote meetings. In Twente Student
Conference on Information Technology, 2008.

F.L. de Vries. The effect of a philips icat on the perception of copresence in remote
meetings. In Twente Student Conference on Information Technology, 2008.

UTwente. Deliverable d1.3. Technical report, University of Twente, 2008.
E. Goffman. Frame Analysis: An Essay on the Organization of Experience. New York:

Harper and Row, 1974.
V.H. Yngve. On getting a word in edgewise. In Papers from the sixth regional meeting

of the Chicago Linguistic Society, pages 567–77, Chicago: Chicago Linguistic Society,
1970.

J. L. Austin. How to do Things with Words. Oxford University Press, 1962.
Nicole Yankelovich, Jonathan Kaplan, Nigel Simpson, and Joe Provino. Porta-person:

telepresence for the connected meeting room. In Proceedings of CHI 2007, pages
2789–2794, 2007.

Karen Ruhleder and Brigitte Jordan. Meaning-making across remote sites: how delays
in transmission affect interaction. In Proceedings of the sixth European Conference on
Computer-Supported Cooperative Work, pages 411–429, 1999.

B. O’Conaill, S. Whittaker, and S. Wilbur. Conversations over videoconferences: an eval-
uation of the spoken aspects of video-mediated communication. Human Computer
Interaction, 8:389–428, 1993.

S.D. Duncan. Some signals and rules for taking speaking turns in conversations. Journal
of Personality and Social Psychology, 23:283–92, 1972.

Judith S. Donath. Mediated faces. In CT ’01: Proceedings of the 4th International

AMIDA D1.3: page 69 of 100



D1.3 Analysing Meetings

Conference on Cognitive Technology, pages 373–390, London, UK, 2001. Springer-
Verlag. ISBN 3-540-42406-7.

AMIDA D1.3: page 70 of 100



D1.3 Analysing Meetings

Appendix A

This appendix contains the transcripts of two Amida meetings. In the main text of this
deliverable we refer to these transcripts.

C > G(BEP): Hello .

Means speaker is C who addresses G (means the Group); the dialogue act type is BEP
(=Be-Positive) and the text of the utterance is: “Hello” In both meetings A has the role of
Project Manager and C is the Remote Partner (the user interface designer)

The shortnames of the dialogue act types used in these listings are the following:

BEP - Be-Positive
BEN - Be-Negative
ELI - Elicit-Inform
ELO - Elicit-Offer-or-Suggest
ELA - Elicit-Assess
CAU - Comment-about-Understanding
STL - Stall
BCK - Backchannel
INF - Inform
SUG - Suggest
OFF - Offer
FRG - Fragment
OTH - Other
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ED1005b

1 C > G(BEP) : H e l l o .
2 C > G( ELI ) : Can you h e a r me ?
3 A > C( ELI ) : Lawrence , can you h e a r us ?
4 D > G(CAU) : What does he say ?
5 C > A( INF ) : Yeah I can h e a r you ,
6 C > A(ELC) : can you ?
7 A > C(CAU) : Yeah I can h e a r you .
8 D > C( ELI ) : Can you h e a r me ?
9 C > D(SUG) : One moment ,

10 C > D( INF ) : l e t me t r y t o make i t f u l l s c r e e n .
11 C > G( STL ) : Um
12 A > C( INF ) : I f you r i g h t − c l i c k t h e n t h e r e s h o u l d be a f u l l s c r e e n o p t i o n .
13 D > G(FRG) : Who i s he a b l e t o ?
14 C > G( INF ) : I d i d i t , I d i d i t .
15 A > C(BEP) : Well done .
16 C > G( ELI ) : Can you s e e me ?
17 D > G( ELI ) : I s he s e e i n g a l l o f us o r
18 D > G(CAU) : Ah . Okay .
19 A > G(FRG) :
20 C > G(SUG) : I f you c o u l d speak a l i t t l e b i t l o u d e r i t would be ve ry ve ry h e l p f u l .
21 A > C(ASS) : Okay .
22 D > A(SUG) : Can you t u r n i t up ?
23 D > C(SUG) : Lawrence , say some th ing .
24 A > G(ELA) : How’ s t h a t ?
25 C > G(OTH) : What ?
26 C > G( STL ) : Okay ,
27 C > G( INF ) : a new e m a i l has a r r i v e d .
28 C > G( ELI ) : How can I s e e m ys e l f i n i t ?
29 A > C(OFF) : We’ l l w a i t ’ t i l you ’ r e on your own a g a i n .
30 A > C( ELI ) : Hey Lawrence , a r e you r e a d y ?
31 C > A( INF ) : Yes I am r e a d y .
32 A > C(ASS) : A l r i g h t .
33 A > G( STL ) : Okay , so
34 A > G( INF ) : t h i s i s our second mee t ing .
35 A > G( INF ) : J u s t s t a r t b r i e f open ing , j u s t we ’ l l go ove r a g a i n what we d e c i t a l k e d a b o u t b e f o r e .
36 A > G( INF ) : And t h e n we ’ r e gonna move i n t o t h r e e p r e s e n t a t i o n s t h a t you ’ ve a l r e a d y s u b m i t t e d ,
37 A > G( INF ) : t h e n we ’ l l make our d e c i s i o n s
38 A > G( INF ) : and we ’ l l c l o s e .
39 A > G( INF ) : We on ly have f o r t y m i n u t e s
40 A > G(SUG) : so we ’ l l t r y and g e t t h r o u g h t h i s t h i s a s q u i c k l y as we can .
41 A > G( STL ) : Um
42 A > G( INF ) : a l r e a d y been d e c i d e d , j u s t a q u i c k r e m i n d e r , we ’ r e gonna have a p p r o d u c t i o n c o s t o f no more t h a n t w e l v e p o i n t f i v e e u r o s ,
43 A > G( INF ) : I ’m s u r e we ’ r e a l l w e l l aware o f t h i s by now .
44 A > G( INF ) : We’ r e a iming t h i s remote a t unde r f o r t i e s .
45 A > G( INF ) : And i t ’ s a l r e a d y been d e c i d e d by t h e p r e v i o u s um d e s i g n team t h a t i n f r a r e d i s t h e b e s t way t o g e t d a t a t o t h e r e c e i v e r ,
46 A > G( INF ) : so we ’ r e gonna move f o r w a r d on t h e a s s u a s s u m p t i o n t h a t we ’ r e u s i n g i n f r a r e d .
47 A > G(ELC) : A l r i g h t ?
48 A > B(SUG) : Pas s ove r t o t h e i n d u s t r i a l d e s i g n e r .
49 B > A(ASS) : Okay ,
50 B > G( STL ) : uh
51 B > G( INF ) : j u s t l o a d up my V.N. C . .
52 B > G( STL ) : So um
53 B > G( INF ) : t h e method t h a t I ’m u s i n g i n t h i s p r e s e n t a t i o n i s t o uh c o n s i d e r t h e r e q u i r e m e n t s o f t h e p r o j e c t ,
54 B > G( INF ) : t h i s i s p r e t t y s i m p l e ,
55 B > G( STL ) : um
56 B > G( INF ) : we have t o g e t some th ing t h a t ’ s go ing t o be i n n o v a t i v e i f we want t o uh b r e a c h t h e marke t ,
57 B > G( INF ) : I mean I don ’ t t h i n k i t ’ s o f t e n a t h o u g h t t h a t r u n s t h r o u g h peop le ’ s heads t h a t oh I need t o g e t a new remote c o n t r o l .
58 B > G( INF ) : So i f we want t o have r e a s o n a b l e s a l e s we need t o have a p r o j e c t t h a t ’ s i n n o v a t i v e and i t ’ s gonna ha uh g e t i t s name o u t .
59 B > G( STL ) : Um
60 B > G( INF ) : f i r s t I came up wi th an i d e a l wor ld s o l u t i o n t h a t i s you know what I uh what would be i d e a l i f a l l r e s o u r c e s were a v a i l a b l e and

c o s t was n o t an i s s u e .
61 B > G( INF ) : And j u s t r e a l l y b r a i n s t o r m i n g ,
62 B > G( STL ) : so I mean
63 B > G( INF ) : t h e f e a t u r e s t h a t we d i s c u s s e d i n t h e p r e v i o u s mee t ing , uh l such as a t o u c h s c r e e n L . C .D. d i s p l a y ,
64 B > G( STL ) : um
65 B > G( INF ) : and a b a c k l i g h t so i t ’ s u s a b l e i n t h e da rk ,
66 B > G(FRG) : some s o r t o f l o c a t i o n
67 B > G( STL ) : um
68 B > G(BEP) : s o r r y ,
69 B > G( INF ) : some s o r t o f method f o r l o c a t i n g i t
70 B > G( INF ) : so t h a t we can f i n d a l o s t remote ,
71 B > G( INF ) : and uh a l l t h e s e s o r t s o f t h i n g s i n c o r p o r a t e d i n t o a f a s h i o n a b l e d e s i g n .
72 B > G( STL ) : So um
73 B > G( INF ) : some th ing t h a t ’ s a p p e a l i n g t o t h e eye b u t a l s o c o m f o r t a b l e t o ho ld ,
74 B > G( STL ) : uh
75 B > G( INF ) : q u a l i t y m a t e r i a l s so i t ’ s n o t gonna b r e a k ,
76 B > G( INF ) : a l l t h i s um came i n t o my mind .
77 B > G( STL ) : Um
78 B > G( INF ) : t h e n I had t o look a t t h e a v a i l a b l e ha rdware um , what we c o u l d use and what i s b e i n g p r o v i d e d t o us ,
79 B > G( INF ) : and t h e n modify t h e i d e a l wor ld s o l u t i o n wi th uh r e s p e c t t o what i s a v a i l a b l e t o us and a l s o our c o s t s .
80 B > G( STL ) : Um
81 B > G( INF ) : we have yeah , v a r i o u s o p t i o n s t a v a i l a b l e t o us i n t e r m s of what we can use ,
82 B > G( STL ) : um
83 B > G( INF ) : t h e r e a r e s e v e r a l d i f f e r e n t en e r g y s o u r c e s a v a i l a b l e t o us
84 B > G( INF ) : t h e r e ’ s a b a s i c b a t t e r y ,
85 B > G( STL ) : um
86 B > G( INF ) : b u t t h e n t h e r e ’ s a l s o t h e more i n n o v a t i v e uh s o l u t i o n s o f ha v in g some th ing l i k e a a k i n e t i c b a t t e r y ,
87 B > G( INF ) : t h e s o r t o f t h i n g t h a t you have i n w r i s t wa tches um t h a t ’ l l c h a r g e upon movement .
88 B > G( STL ) : Um
89 B > G(ASS) : whe the r o r n o t t h i s w i l l be i d e a l f o r a remote , n o t r e a l l y s u r e .
90 B > G( STL ) : Um
91 B > G( INF ) : t h e y they ’ r e n o t l i k e a watch ,
92 B > G( INF ) : they ’ r e n o t on your w r i s t a t a l l t i m e s ,
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93 B > G( INF ) : so maybe they ’ r e n o t gonna g e t a s much movement a s t h e y r e q u i r e t o keep up a r e a s o n a b l e c h a r g e .
94 B > G( STL ) : Um
95 B > G( INF ) : t h e o t h e r o p t i o n s were s o l a r c e l l s ,
96 B > G(ASS) : which I t h o u g h t were e n t i r e l y u n s u i t a b l e
97 B > G( INF ) : b e c a u s e a l m o s t a l l t h e uh usage i s go ing t o be i n d o o r s
98 B > G( INF ) : and uh i n d o o r l i g h t i n g i s n ’ t go ing t o p r o v i d e enough enough en e rg y .
99 B > G( STL ) : Um

100 B > G( INF ) : o r a hand dynamo ,
101 B > G( INF ) : b u t I don ’ t t h i n k anyone ’ s gonna p a r t i c u l a r l y want t o wind up t h e i r remote c o n t r o l b e f o r e u s i n g i t .
102 B > G(SUG) : So I t h i n k e i t h e r t h e b a s i c b a t t e r y o r t h e k i n e t i c b a t t e r y i s what we s h o u l d s e t t l e upon .
103 B > G( STL ) : Um
104 B > G( INF ) : n e x t would be t h e c a s e d e s i g n ,
105 B > G( STL ) : um
106 B > G( INF ) : t h e r e i s t h e g e n e r a l c a s e which i s a f l a t uncurved c a s e , uh o r s i n g l e o r even do ub l e c u r ve d c a s e s .
107 B > G( STL ) : Um
108 B > G(SUG) : I t h i n k you know we need t o go a t l e a s t f o r a s i n g l e cu r ve d i f n o t do ub l e c u r ve d c a s e ,
109 B > G( INF ) : b u t which d e s i g n we uh d e c i d e upon has i m p a c t s on what m a t e r i a l we can use .
110 B > G( STL ) : Um m
111 B > G( INF ) : m a t e r i a l s we can use a r e p l a s t i c ,
112 B > G( STL ) : um
113 B > G(ASS ) : which I t h i n k might come a c r o s s a s a l i t t l e cheap ,
114 B > G( STL ) : uh
115 B > G( INF ) : we c o u l d have r u b b e r , such as i n a n t i −R . S . I . s t r e s s b a l l s , uh wood and t i t a n i u m .
116 B > G(ASS) : I t h i n k t h e uh wooden d e s i g n p r o b a b l y i s n ’ t s u i t a b l e f o r our uh t a r g e t a u d i e n c e o f t h e under− f o r t i e s ,
117 B > G( STL ) : um so yeah
118 B > G(SUG) : my p r e f e r e n c e i n t h a t would be t h e t i t a n i u m .
119 B > G( STL ) : Uh
120 B > G( INF ) : though t h e t i t a n i u m c a s e s can ’ t be used wi th t h e do ub l e c u r ve d d e s i g n s .
121 B > G( STL ) : Um
122 B > G( INF ) : t h e r e a r e L . C .D. d i s p l a y s a v a i l a b l e f o r t h e i n t e r f a c e ,
123 B > G( STL ) : um
124 B > G(SUG) : which I t h i n k i s w i t h o u t doub t t h e uh way we want t o go i f we want t o have a t r u l y i n n o v a t i v e d e s i g n .
125 B > G( STL ) : Um
126 B > G(FRG) : u n l e s s
127 B > G( INF ) : i f we ’ r e go ing t o choose t h e L . C .D. d e s i g n t h e n a uh we need t o use an advanced c h i p .
128 B > G( INF ) : Th i s i s gonna be more e x p e n s i v e t h a n t h e o t h e r c h i p s ,
129 B > G(SUG) : b u t uh I t h i n k i t ’ s n e c e s s a r y f o r our p r o d u c t .
130 B > G( STL ) : Um
131 B > G( INF ) : t h e r e i s t h e o p t i o n o f a uh microphone and s p e a k e r ,
132 B > G(ASS) : b u t a t l e a s t i n uh my o p i n i o n I t h i n k t h a t v o i c e r e c o g n i t i o n would be more o f a gimmick t h a n a g e n i u n e f u n c t i o n ,
133 B > G( INF ) : and um a u n l e s s you had a ve ry s e n s i t i v e microphone t h e n uh i t wouldn ’ t be much use ,
134 B > G(ASS) : and i f you do have a ve ry s e n s i t i v e microphone , t h e n why n o t p u t i t i n t h e t e l e v i s i o n r a t h e r t h a n a remote .
135 B > G(FRG) : I don ’ t t h i n k t h e r e ’ s any
136 B > G( STL ) : uh
137 B > G(ASS) : i t doesn ’ t make much s e n s e t o i n c l u d e t h a t i n our p r o d u c t .
138 B > G( STL ) : Um so
139 B > G( INF ) : t h i s i s p r e t t y much what I ’ ve c o v e r e d .
140 B > G( STL ) : Um
141 B > G(FRG) : t h e
142 B > G( INF ) : l o o k i n g a t t h e o t h e r p r o d u c t s from t h e company , i t seems t h a t a f u t u r i s t i c d e s i g n um seems t o be t h e modus o p e r a n d i t h a t ’ s what

um t h e company i s known f o r .
143 B > G( STL ) : Um
144 B > G( INF ) : and so t h i s j u s t o u t l i n e s what I ’ ve j u s t s a i d , my t h e uh c h o i c e s ,
145 B > G( STL ) : and t h a t uh
146 B > G( INF ) : t h i s i s j u s t a b r i e f s c h e m a t i c o f um how t h e how t h e remote would work , w i th t h e c h i p b e i n g c e n t r a l t o t h e o p e r a t i o n , um and i n

c o n t r o l o f e v e r y t h i n g o t h e r t h a n t h e power s u p p l y .
147 B > G( STL ) : Um
148 B > G( INF ) : t h a t i s t h e end of t h e s l i d e s h o w .
149 B > G( INF ) : I ’ l l p a s s back t o our p r o j e c t manager .
150 A > G( STL ) : A l r i g h t .
151 A > G( STL ) : So
152 A > C(SUG) : we ’ r e now go ing on t o your s e c t i o n Lawrence , i f you wanna t a k e c o n t r o l h e r e .
153 C > A(ELO) : How much t ime do I have ?
154 A > G( STL ) : Um
155 A > C(SUG) : i f you c o u l d t r y and keep i t a b o u t n i n e o r t e n m i n u t e s a t most .
156 C > A(BEP) : S o r r y ,
157 C > A(CAU) : how much ?
158 A > C( INF ) : About n i n e o r t e n m i n u t e s a t most .
159 C > A(CAU) : Nine o r t e n m i n u t e s , okay .
160 C > G( STL ) : So
161 C > G( INF ) : my i n t e r f a c e c o n c e p t would um would make us do some some q u i t e o f d r a s t i c d e c i s i o n s I might say .
162 C > G(FRG) : For example
163 C > G( STL ) : um
164 C > G(OFF) : l e t ’ s c o n s i d e r a l i t t l e b i t t h e methods t h a t I ’ ve used .
165 A > G(ASS) : Oops .
166 C > G( STL ) : Um
167 C > G( INF ) : I do have some th ing on my s c r e e n .
168 A > G(BEP) : S o r r y
169 A > G(BEN) : t h a t ’ s my f a u l t .
170 C > A(SUG) : Could you go back ?
171 C > A(ASS) : Okay ,
172 C > G( STL ) : so
173 C > G( INF ) : methods . What I have done and what we s h o u l d maybe de uh d i g some more i n i t .
174 C > G(SUG) : Survey t h e marke t
175 C > G(SUG) : and d e c i d e upon wh what we want t o do , some th ing t r a d i t i o n a l o r some th ing new .
176 C > G(SUG) : Decide upon t h e t a r g e t p u b l i c , o r how t o e n l a r g e i t .
177 C > G( INF ) : I know t h a t we a l r e a d y have a d e c i s i o n on what k ind of p u b l i c we a r e go ing t o a d d r e s s our our p r o d u c t t o ,
178 C > G(ASS) : b u t t h e n a g a i n I t h i n k i t w i l l be k ind of a ve ry good i d e a t o t r y t o f i n d ways , l e t ’ s say gimmicks uh t o e n l a r g e t o e n l a r g e our

t a r g e t a u d i e n c e ,
179 C > G( INF ) : b e c a u s e t h i s i s go ing t o g i v e us uh b i g g e r r e v e n u e s
180 C > G( INF ) : and a f t e r a l l t h i s i s what we aim f o r .
181 C > G( STL ) : Uh
182 C > G(SUG) : c o n s i d e r t h e a d v a n t a g e s and d i s a d v a n t a g e s t h a t uh one or t h e o t h e r um p r o d u c t s t h a t we ’ r e go ing t o b u i l d i s go ing t o t o t o have .
183 C > G(SUG) : For example I t h i n k t h a t we s h o u l d t a k e i n t o c o n s i d e r a t i o n t h e m a r k e t i n g p o i n t o f view , t h e m a n u f a c t u r i n g p o i n t o f view , and t h e

economic one .
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184 C > G(ASS) : For example i t w i l l i t would g i v e us no uh no j o y w h a t s o e v e r i f we would come up wi th some th ing t h a t would be ve ry ha rd t o
m a n u f a c t u r e , o r t h a t um i t wouldn ’ t be ve ry ve ry a p p e a l i n g f o r t h e f o r our a u d i e n c e .

185 C > G( INF ) : And t h e b e s t way of f i n d i n g a l l t h i s k ind of i n f o r m a t i o n , which i s q u i t e v a l u a b l e I might say , i s from g e t t i n g f e e d b a c k from a
d i v e r s e a r r a y o f u s e r s .

186 C > G(SUG) : So t h i s i s where I would l i k e uh t o emphas ize t h e f a c t t h a t we need t o do e x t e n s i v e t e s t i n g wi th i t .
187 C > G(OFF) : Now , f i n d i n g s , what d i d I found o u t .
188 C > G( INF ) : The i d e a t h a t n o v e l t y g i v e us a h e a d s t a r t ,
189 C > G( INF ) : I r e c e i v e d an e m a i l from from one of our d e p a r t m e n t s which s a y s some th ing l i k e we t h a t we a r e a b l e t o i n c o r p o r a t e i n our f u t u r e

p r o d u c t s a v o i c e r e c o g n i t i o n mechanism ,
190 C > G(SUG) : and I t h i n k t h a t i f we a r e a b l e t o do i t i n our and s t i l l r emain i n our bu dg e t , i t would be a good i d e a t o do t h a t
191 C > G( INF ) : b e c a u s e t h e n a g a i n we would have a head s t a r t i n f r o n t o f our c o m p e t i t i o n .
192 C > G( INF ) : Now our p u b l i c a s we ’ ve d e c i d e d u n t i l now i s unde r f o r t y and t e c h n o l o g y c u r i o u s I might add , p l u s a l l t h e o t h e r s t h a t we can we

can t r y t o mm t o a t t r a c t w i th our new p r o d u c t .
193 C > G(SUG) : What s h o u l d we do wi th t h e p r o d u c t i n o r d e r t o be a t t r a c t i v e f o r a l l t h e o t h e r s , I t h i n k we s h o u l d we s h o u l d g e t some th ing q u i t e

un iq ue and q u i t e a t t r a c t i v e , a t t r a c t i v e from d i f f e r e n t p o i n t o f view p o i n t s o f view , b u t I would main ly emphas ize from t h e e c o n o m i c a l
and uh f u n c t i o n a l p o i n t o f view .

194 C > G(FRG) : And t h e n a g a i n , l e a s t b u t n o t
195 C > G( STL ) : um yeah I uh
196 C > G(ASS ) : I wouldn ’ t l i k e t o p u t i t on t h e l a s t p l a c e b u t s t i l l
197 C > G( STL ) : uh
198 C > G(SUG) : we have t o t a k e i n t o c o n s i d e r a t i o n t h e c o m p e t i t i o n b u t n o t so much .
199 C > G(SUG) : I f we ’ r e go ing t o t o c o n c e n t r a t e on w h a t e v e r we have t o I t h i n k t h a t t h a t i s go ing t o be enough f o r f o r us g e t t i n g a good produ

p r o j e c t .
200 C > G(SUG) : Another ve ry i m p o r t a n t f i n d i n g i s um t h a t we s h o u l d t r y t o a v o i d m i s l e a d i n g s i g n s .
201 C > G( INF ) : As you can s e e on my on my p i c t u r e t h e r e , you have some th ing l i k e a remote c o n t r o l which has two uh volume b u t t o n s ,
202 C > G(FRG) : and of c o u r s e when you ’ d l i k e t o
203 C > G( INF ) : l e t ’ s say you ’ r e a t e e n a g e r
204 C > G( INF ) : and you ’ r e you do want t o g e t t h e T .V. a t a r e a l l y r e a l l y low volume ,
205 C > G( INF ) : ’ c a u s e your p a r e n t s a r e s l e e p i n g
206 C > G( INF ) : and you k ind o f p r e s s t h e b u t t o n t h a t you t h a t you t h i n k would do t h a t b u t a c t u a l l y t h a t b u t t o n would would make i t l o u d e r .
207 C > G( ELI ) : Why i t ’ s so ,
208 C > G( INF ) : b e c a u s e i f you s e e t h e r e t h e r e a r e two V. s , and bo th o f them g i v e s you t h e i m p r e s s i o n t h a t you ’ r e you have an ar row down r a t h e r

t h a n ha v i ng a volume up b u t t o n .
209 C > G(ELO) : So how a r e we go ing t o a v o i d t h i s k ind of m i s l e a d i n g s i g n s o r w h a t s o e v e r ,
210 C > G(SUG) : I t h i n k we s h o u l d make heavy use o f c o l o u r s and L . E .D. s .
211 C > G(OFF) : Now I ’m going t o p r e s e n t you some some of uh t h e p r o d u c t s which a r e a l r e a d y a v a i l a b l e on t h e marke t ,
212 C > G( INF ) : i n o r d e r f o r you t o make t o make an i d e a o f what we can do or how we can d i f f e r e n t i a t e us from them .
213 C > G( INF ) : The l a t e s t model would be some th ing uh which r e s e m b l e s a l o t l i k e an iPod ,
214 C > G( INF ) : and i t has t h e L . C .D. s c r e e n t h a t we ’ ve d e c i d e d t h a t we s h o u l d i n c o r p o r a t e .
215 C > G( STL ) : Now
216 C > G( INF ) : on t h e o t h e r hand we a l l a g r e e d wi th t h e f a c t t h a t we want some th ing t o be uh e x t r e m e l y u s e r f r i e n d l y ,
217 C > G( INF ) : and t h a t one would be t h e remote c o n t r o l f o r e l d e r l y p e o p l e ,
218 C > G( INF ) : which has um l e t ’ s l e t ’ s c a l l i t a jumbo j e t remote c o n t r o l ,
219 C > G( INF ) : b e c a u s e i t ’ s a l i t t l e b i t o f a b i g b i g s i z e , b i g g e r t h a n normal anyway .
220 C > G( STL ) : Now
221 C > G(SUG) : t h e n a g a i n i f we have such a nar row t a r g e t a s we have , um we have t o d i f f e r e n t i a t e be tween what do we a c t u a l l y want want t o do .
222 C > G( INF ) : A c o m p l e t e b e g i n n e r ’ s remote c o n t r o l i s t h e one on t h e l e f t ,
223 C > G( INF ) : I t h i n k i t ’ s your l e f t ,
224 C > G( INF ) : and t h e n advanced , y o u r s i s t h e one on t h e r i g h t .
225 C > G( STL ) : Now
226 C > G(SUG) : I t h i n k t h a t we s h o u l d be somewhere i n between ,
227 C > G(SUG) : t h a t ’ s why I s u g g e s t t h a t l e t ’ s say i f i n d e e d we ’ r e go ing t o have t h e L . C .D. s c r e e n , we s h o u l d have some th ing l i k e a p o i n t e r o r a

f u n c t i o n t h a t i s go ing t o t o uh t o acc l e t you p e r m i t you a c c e s s t o h i g h e r −o r d e r f u n c t i o n s , r a t h e r t h a n a l r e a d y d i s p l a y i n g them .
228 C > G(SUG) : So I t h i n k t h a t f o r when you ’ r e go ing t o j u s t t o t a k e i t i n your hand you s h o u l d have j u s t t h e ve ry b a s i c s on i t .
229 C > G( INF ) : P e r s o n a l p r e f e r e n c e s ,
230 C > G(SUG) : t h e g e n e r a l p u b l i c p e r s o n a l p r e f e r e n c e s s h o u l d be t a k e n i n t o a c c o u n t a l o t ,
231 C > G(SUG) : and I t h i n k t h a t we s h o u l d t r y t o f i n d ways o f q u a n t i f y i n g t h o s e p r e f e r e n c e s and t a k e a d v a n t a g e o f them , and i n c o r p o r a t e them i n

our p r o d u c t s ,
232 C > G( STL ) : t h a t why
233 C > G(SUG) : t h a t ’ s why I would l i k e t o s u g g e s t us t o use uh l e t ’ s say d i f f e r e n t c o l o u r s ,
234 C > G( INF ) : maybe f e m a l e s w i l l would l i k e a p ink remote c o n t r o l r a t h e r t h a n a b l a c k one ,
235 C > G( STL ) : uh l e t ’ s say uh
236 C > G(SUG) : we c o u l d do uh va ry a l i t t l e b i t i n i n i n s i z e s ,
237 C > G( INF ) : b e c a u s e e l d e r l y p e o p l e p r o b a b l y a r e go ing t o uh be more b i a s e d t o w a r d s a b i g g e r remote c o n t r o l r a t h e r t h a n a r e a l l y t h i n and s l i m

one as t h e y o u n g e r s would .
238 C > G( STL ) : Now , uh
239 C > G(ASS) : a n o t h e r t h i n g uh ve ry i m p o r t a n t I c o u l d say i s t h i n k i n g a t a l l t h a t might come up . Uh t h a t i s , d i f f e r e n t s i t u a t i o n s ,
240 C > G( INF ) : f o r example you would p r o b a b l y l i k e i f you would be uh q u i t e young , i n your young l e t ’ s say t w e n t i e s , you ’ d you ’ d uh r a t h e r

p r e f e r t o have a remote c o n t r o l t h a t would t h a t ’ s go ing t o be advanced u s e r , r a t h e r t h a n ha v in g some th ing um a c o m p l e t e b e g i n n e r ,
241 C > G( INF ) : b u t t h e n a g a i n you have t o t h i n k of t h e i d e a t h a t t h e s i t u a t i o n i s go ing t o change a t some p o i n t
242 C > G( INF ) : and you ’ r e go ing t o need t h a t t h a t k ind of a remote c o n t r o l l e t ’ s say f o r your k i d s o r fo f o r whoever e l s e you want t o r e s t r i c t

a c c e s s t o your t o your s e r v i c e s .
243 C > G(SUG) : And of c o u r s e we have t o come up wi th i n t e r e s t i n g ways o f s u g g e s t i n g t h a t .
244 C > G(SUG) : About my g e n e r a l p r e f e r e n c e s , I would say uh t h a t uh I would r e a l l y l i k e t o have b a s i c f u n c t i o n s ,
245 C > G(SUG) : which would be l i k e b l i n d l y r e a c h a b l e ,
246 C > G( INF ) : t h a t means t h a t I don ’ t have t o do any k ind of e f f o r t
247 C > G( INF ) : and t h e y c o u l d be t h e y c o u l d be g u e s s e d from l e t ’ s say t e n m i l e s away .
248 C > G( STL ) : Now ,
249 C > G( INF ) : s p e c i a l s i t u a t i o n s r e q u i r e s p e c i a l f u n c t i o n s ,
250 C > G( INF ) : so l e t ’ s say f o r example t h a t I would l i k e t o r e c o r d a a show t h a t I I I am go ing t o miss ,
251 C > G( INF ) : and of c o u r s e I would l i k e t o do t h a t i n t h e e a s i e s t way p o s s i b l e ,
252 C > G( INF ) : b u t t h e n a g a i n um t h a t would t h a t would mean t h a t um we need t o add l o t s and l o t s o f new i n t e r e s t i n g high− t e c h f u n c t i o n s ,
253 C > G(SUG) : which as I s a i d b e f o r e , s h o u l d be r e a c h a b l e i n a l i t t l e b i t i n a more c o m p l i c a t e d way .
254 C > G( STL ) : Now
255 C > G(SUG) : a n o t h i n g t h i n g s t h a t s h o u l d be t a k e n i n t o c o n s i d e r a t i o n i s t h e i d e a o f ha v i ng a c o o l look ,
256 C > G(SUG) : u s i n g a l s o m a t e r i a l s , l e t ’ s say wi th i n t e r e s t i n g uh i n t e r e s t i n g a s p e c t s ,
257 C > G(SUG) : and of c o u r s e t o p roduce a long− l a s t i n g p r o j e c t p r o d u c t which s h o u l d be a d a p t a b l e i n d i f f e r e n t s i t u a t i o n s and f o r d i f f e r e n t u s e r s

.
258 C > G( INF ) : Th i s c o n c l u d e s up my p r e s e n t a t i o n ,
259 C > G(SUG) : f o r any o t h e r k ind o f i n f o r m a t i o n t o look i n t h e s h a r e d f o l d e r f o r my word document .
260 C > G( INF ) : Tha t g i v e s you more i n f o r m a t i o n a b o u t what I t h o u g h t u n t i l now when wi th what I c o u l d come up wi th .
261 A > C(BEP) : Thank you .
262 A > G( STL ) : A l r i g h t .
263 A > D(SUG) : Now p a s s ove r .
264 D > G( STL ) : Yeah , so
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265 D > G(FRG) : What d i d
266 D > G( STL ) : yeah ,
267 D > G( INF ) : t h e methods I used ,
268 D > G( STL ) : um
269 D > G( INF ) : we had an o b s e r v a uh l a b e x p e r i m e n t ,
270 D > G( INF ) : and o b s e r v e d t h e o p i n i o n o f one hundred p e o p l e ,
271 D > G( INF ) : and t h e y f i l l e d i n a q u e s t i o n n a i r e a s w e l l .
272 D > G( INF ) : And t h e f i n d i n g s ,
273 D > G( STL ) : uh
274 D > G( INF ) : t h e most i m p o r t a n t t h i n g f o r them i s f a n c y look and f e e l , bo th .
275 D > G( STL ) : So uh
276 D > G( INF ) : s e v e n t y p e r c e n t o f them uh f i n d most remote c o n t r o l s ug ly .
277 D > G( STL ) : So um
278 D > G(SUG) : o u r s shou ldn ’ t be .
279 D > G( STL ) : Uh
280 D > G( INF ) : e i g h t y p e r c e n t o f them a r e w i l l i n g t o spend more on a remote c o n t r o l i f i t has a f a n c y look .
281 D > G( STL ) : So
282 D > G(SUG) : i f um making t h e remote c o n t r o l more f a n c y c o s t s us more money , we we can a f f o r d some of t h i s ,
283 D > G( ASS) : i f i t ’ s n o t t o o much of c o u r s e .
284 D > G( STL ) : Uh
285 D > G( INF ) : t h e theme t h a t um i s go ing t o be f o r t h e n e x t y e a r f o r uh c l o t h e s , s h o e s and f u r n i t u r e , i s f r u i t and v e g e t a b l e s ,
286 D > G(SUG) : and maybe we c o u l d implement t h i s i n our remote c o n t r o l a s w e l l .
287 D > G( INF ) : And t h e f e e l o f m a t e r i a l i s supposed t o be spongy , sponge f o r t h e n e x t y e a r .
288 D > G(ASS) : So maybe n o t s t i t a n i c
289 D > B(SUG) : you can t a k e c a r e o f t h i s .
290 D > G( STL ) : Um
291 D > G( INF ) : t h e second most i m p o r t a n t t h i n g f o r them i s t e c h n o l o g i c a l i n n o v a t i v e ,
292 D > G( STL ) : um
293 D > G( INF ) : p e o p l e between um s i x t e e n and t h i r t y f i v e y e a r s p r e f e r L . C .D.
294 D > G( INF ) : and uh above t h i r t y f i v e y e a r s o l d p r e f e r sp e ec h r e c o g n i t i o n .
295 D > G(SUG) : So as we a r e go ing t o t o p e o p l e unde r f o r t y , we s h o u l d uh go f o r um L . C .D. ,
296 D > G( INF ) : and a c c o r d i n g t o my r e s e a r c h twe n t y s i x p e r c e n t o f t h e p e o p l e t h i n k t h a t remote c o n t r o l s a r e bad f o r R . S . I . ,
297 D > G(SUG) : so we s h o u l d come up wi th a shape t h a t um i s c o m f o r t a b l e and n o t c a u s i n g any harm .
298 D > G( INF ) : And t h i r d uh i m p o r t a n t t h i n g c uh a c c o r d i n g t o t h e p e o p l e i s t o be easy t o use ,
299 D > G( INF ) : b e c a u s e t h i r t y f o u r p e r c e n t o f them t h i n k t h a t i t ’ s uh i t c a u s e them t o o much t ime t o l e a r n how t o use i t .
300 A > G(FRG) :
301 B > A(BEP) : Oh s o r r y .
302 D > G(FRG) : What ’ s
303 A > D(SUG) : You ’ r e good .
304 D > G( INF ) : And f i f t y p e r c e n t um t o l d us t h a t uh most o f t h e t ime t h e remote c o n t r o l i s l o s t somewhere i n t h e room ,
305 D > G( STL ) : so uh we c o u l d um um
306 A > D(SUG) : I n c o r p o r a t e t h e f e a t u r e t o f i n d t h e remote c o n t r o l .
307 D > A(ASS) : Yeah t h a t ’ s r i g h t .
308 C > A(CAU) : Can you r e p e a t t h a t ?
309 D > G( INF ) : And t h e n uh f i f t y p e r c e n t o f them t o l d us t h a t t e n p e r c e n t o f t h e b u t t o n s aren ’ t used ,
310 D > G(SUG) : so we s h o u l d be c a r e f u l a b o u t t h e f u n c t i o n a l i t y .
311 D > G( STL ) : And um
312 D > G( INF ) : my p e r s o n a l p r e f e r e n c e s ,
313 D > G(FRG) : a s you can s e e maybe
314 D > G( STL ) : uh w
315 D > G(SUG) : we s h o u l d go f o r t h e L . C .D. one
316 D > G( INF ) : a s t h e p u b l i c we a r e r e f e r r i n g t o p r e f e r i t more ,
317 D > G( INF ) : and t h e n um as t h e y s a i d , t h e y had t o o many b u t t o n s t h e y don ’ t use .
318 D > G(SUG) : So we can p u t t h e most u s a b l e b u t t o n s on one l a y e r ,
319 D > G(SUG) : and t h o s e we don ’ t use so much on t h e second l a y e r ,
320 D > G( INF ) : and when t h e y want some th ing more t h e y c o u l d j u s t s w i t c h them o f f .
321 D > G(SUG) : And t o be c a r e f u l w i th t h e ha uh t h e shape o f t h e remote c o n t r o l a s w e l l .
322 D > G(SUG) : And uh t h e l a b e l s s h o u l d n o t go o f f when u s i n g i t f o r a w h i l e .
323 D > G(SUG) : So maybe i f we a r e u s i n g c o l o u r s , we can have some th ing t o t o l i t , t h e number t o be i n l i g h t , n o t t o be w r i t t e n on t h e b u t t o n ,
324 B > G(BCK) : Yeah .
325 D > G( INF ) : and of c o u r s e t o be a b l e t o f i n d i t i n t h e da rk , t h i s would h e l p as w e l l .
326 D > G( STL ) : So
327 D > G( INF ) : t h i s i s my c o n t r i b u t i o n t o
328 A > D(BEP) : A l r i g h t .
329 A > G( INF ) : So j u s t q u i c k l y b e f o r e we go i n t o t h e d e c i s i o n s t a g e , I t h o u g h t I ’ d add t h i s i n ,
330 A > G(FRG) : so we c o u l d look a t
331 A > G( INF ) : t h e s e a r e some of t h e p o i n t s we came up wi th a t t h e l a s t mee t ing ,
332 A > G(ELA) : j u s t t o s e e i f they ’ r e s t i l l r e l e v a n t
333 A > G(ELA) : o r s h o u l d we s t i l l be d i s c u s s i n g t h e s e ,
334 A > G(ELA) : and i f so what d e c i s i o n s s h o u l d we be r e a c h i n g .
335 A > G( STL ) : So
336 A > G( INF ) : i n t e r f a c e s , I t h i n k we ’ ve r e a l l y c o v e r e d i t I t h i n k ,
337 A > G( INF ) : a l l t h r e e o f them s o r t o f came o u t and s a i d t h e i n t e r f a c e we want i s an L . C .D. ,
338 D > A( INF ) : L . C .D. .
339 A > G(ELA) : and I a l s o t h i n k what came o u t I mean f e e l f r e e t o d i s a g r e e wi th me h e r e , i s t h a t what we s h o u l d be go ing f o r i s a b a s i c

i n t e r f a c e f i r s t and f o r e m o s t , a s ma as l i t t l e c o n t r o l s a s p o s s i b l e . And t h e n maybe an o p t i o n somewhere i n t h e remote c o n t r o l t o s w i t c h
i t t o an advanced view of t h e c o n t r o l s .

340 A > G(SUG) : So s o r t o f when t h e y f i r s t p i c k i t up , t h e r e would be j u s t t h e c o n t r o l s needed t o use i t ,
341 A > G(SUG) : and t h e n t h e c o u l d be a b u t t o n somewhere on t h e remote c o n t r o l which would be we c o u l d do i t w i th an L . C .D. t o t h e n s w i t c h i t so

more advanced f e a t u r e s a p p e a r .
342 A > G(ELA) : I mean i s t h a t s o r t o f
343 B > A(ASS) : Yeah w e l l I I a g r e e wi th t h a t , I t h i n k t h a t ’ s a good way t o a p p r o a c h i t .
344 D > A(ASS) : Yeah t h e was my i d e a f o r t h e two l a l a y e r s .
345 A > C(ELA) : Lawrence , you okay wi th t h a t ?
346 C > A(ASS) : Yes .
347 A > G( STL ) : Okay
348 A > G( INF ) : and I t h i n k t h a t c o v e r s t h e second one as w e l l ,
349 A > G( INF ) : and um I t h i n k t h e m a r k e t i n g c o v e r e d what i s r e a l l y needed .
350 A > G( STL ) : So
351 A > G(SUG) : we ’ l l move on t o
352 A > G( INF ) : t h e s e a r e t h e d e c i s i o n s we have t o make j u s t now ,
353 A > G( INF ) : we need t o have t h e s e done and d u s t e d by t h e end of t h i s mee t ing .
354 A > G( STL ) : So
355 A > G(ELO) : l o o k i n g a t um t h e components c o n c e p t , I t h i n k t h e on t h e on ly one r e a l l y t h e r e t h a t we didn ’ t seem t o come t o was on t h e how we

power i t , uh i f we ’ r e gonna go f o r t h e k i n e t i c o r a s t a n d a r d b a t t e r y .
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356 C > G(SUG) : I ’ l l go f o r t h e l i t h i u m − i o n one .
357 C > G(ASS) : I t h i n k i t would be a good one , a good i d e a .
358 D > G( STL ) : Okay
359 D > A( ELI ) : which one i s uh long l a s t i n g ?
360 A > D( INF ) : But we wouldn ’ t r e a l l y know u n t i l we began t o p roduce i t and have i t t e s t e d .
361 A > D( INF ) : The k i n e t i c c o u l d be long− l a s t i n g i n t h a t i f i t moves a round a l o t ,
362 A > D( INF ) : b u t t h e n t h e b a t t e r y would be long− l a s t i n g i f t h e remote d i d n o t move ve ry much .
363 D > A(ASS) : But t h e n i t l o s e s i t s p o i n t .
364 D > A( INF ) : I t s h o u l d be removed and s t a y i n one p l a c e , so
365 A > G( STL ) : But I mean
366 A > G(SUG) : p e r s o n a l l y I t h i n k f o r some p e o p l e t h e k i n e t i c i s gonna be b e t t e r ,
367 A > G( INF ) : I t h i n k t h e y w i l l move around enough ,
368 A > G( INF ) : b u t t h e r e w i l l be a l o t o f p e o p l e who w i l l p i c k up t h e remote , change t h e c h a n n e l , p u t i t back down a g a i n ,
369 A > G(FRG) : which I don ’ t t h i n k w i l l p r o v i d e enough
370 A > G(ASS ) : I would n o t want t o t a k e t h e r i s k o f i t p r o v i d i n g enough power .
371 B > G( STL ) : Yeah I t h i n k um I mean
372 B > G( INF ) : a watch i f which i s where t h i s t e c h n o l o g y i s a l r e a d y implemented , I mean i f i t ’ s on your w r i s t a l l day you move a l o t ,
373 B > G( INF ) : and i t ’ s gonna g e t a l o t o f en e r g y from t h a t ,
374 B > G( INF ) : and a watch i s gonna r e q u i r e l e s s power t h a n uh an L . C .D. remote ,
375 B > G( INF ) : I mean i t ’ s n o t gonna have t o send o u t any i n f r a r e d s i g n a l s
376 B > G( INF ) : and t h e s c r e e n i s p r o b a b l y gonna be s i g n i f i c a n t l y s m a l l e r ,
377 B > G( STL ) : so um
378 B > G(SUG) : g i v e n t h a t I t h i n k we might a s w e l l s t i c k t o t h e uh b a s i c b a t t e r y i f i t ’ s gonna r e d u c e p r o d u c t i o n c o s t s .
379 A > G( STL ) : R i g h t ,
380 A > G(ELA) : eve rybody okay wi th t h a t ?
381 C > G(OTH) : Oh .
382 D > A(ASS) : Yeah .
383 D > G( STL ) : Okay
384 A > G( STL ) : Um
385 D > G(FRG) : I ’ l l .
386 A > G(SUG) : c h i p on p r i n t .
387 A > G( INF ) : I t h i n k we ’ r e f a i r l y c e r t a i n i t has t o be an advanced c h i p f o r t h e L . C .D. .
388 A > B(ELA) : I am r i g h t i n s a y i n g t h a t , yeah ?
389 B > G( STL ) : Yeah , yeah um f o r
390 B > A(BEP) : s o r r y ,
391 B > A(OFF) : l e t me j u s t dou b l e check on t h i s .
392 B > A(ASS) : Yeah , t h e uh L . C .D. d i d i s p l a y r e q u i r e s an advanced c h i p , so
393 A > B(CAU) : Okay
394 A > G( INF ) : so t h a t ’ s uh
395 A > B( INF ) : i n t e r m s of c a s e , I mean you s a i d your p e r s o n a l p r e f e r e n c e was t i t a n i u m ,
396 B > A(ASS) : Mm ,
397 B > G(FRG) : b u t
398 A > G( INF ) : b u t from t h e marke t r e s e a r c h i t sounds as i f we ’ r e go ing f o r more spongy .
399 A > G(SUG) : But t h a t was t h a t we go f o r t h e r u b b e r ,
400 A > B( INF ) : I ’m j u s t n o t i c i n g from r e a d i n g ove r your s h o u l d e r t h e r e ,
401 B > G(BCK) : Hmm .
402 A > G( INF ) : i t s u g g e s t s t h a t r u b b e r c o u l d be a n t i −R . R . S . I . a s w e l l .
403 A > G( INF ) : So i t would t i c k two boxes as f a r a s i n t e r m s of t h e m a r k e t i n g ,
404 A > G( INF ) : ’ c a u s e we can say we bo th have we have you know a spongy f e e l i n g
405 A > G(ASS) : w e l l we didn ’ t say t h a t ,
406 A > G( INF ) : b u t we ’ d have t h e most l i k e l y p o p u l a r f e e l t o t h e remote , a s w e l l a s ha v i ng t h e a n t i R . S . I .
407 A > G(ASS) : which would be a good f e a t u r e t o marke t i f t h a t ’ s what p e o p l e a r e w o r r i e d a b o u t .
408 A > G(SUG) : So I t h i n k p e r s o n a l l y I would be i n f a v o u r o f t h e r u b b e r
409 A > G(ELO) : b u t what ’ s o t h e r peop le ’ s o p i n i o n s ?
410 B > A(ASS) : Yeah .
411 B > G( STL ) : Well ,
412 B > C(SUG) : Lawrence uh .
413 C > G(SUG) : Let ’ s do some th ing l i k e a t i t a n i u m t h a t we ’ r e go ing t o d r e s s i n some th ing . Let ’ s say i n some th ing mm spongy or who knows what ,
414 C > G(SUG) : so t h e s t i l l t h e t h e remote c o n t r o l i s go ing t o be m a n u f a c t u r e d o u t o f t i t a n i u m ,
415 C > G(ASS) : t h e c a s e would be o u t o f t i t a n i u m ,
416 C > G(SUG) : b u t i t w i l l be l e t ’ s say wrapped i n i n some spongy m a t e r i a l o r i n some th ing l i k e t h a t .
417 A > C(CAU) : t i t a n i u m wi th l i k e a r u b b e r c a s i n g round i t .
418 A > G(SUG) : So you would s o r t o f s e e t h e t i t a n i u m b u t s o r t o f where t h e p e r s o n would ho ld t h e remote c o u l d be r u b b e r ,
419 B > G(BCK) : Yeah .
420 A > B( ELI ) : i s t h a t p o s s i b l e ?
421 B > G(FRG) : Tha t c o u l d I t h i n k
422 B > G( STL ) : yeah um
423 B > A( INF ) : i t doesn ’ t say s p e c i f i c a l l y
424 B > A(ASS) : b u t I t h i n k t h a t would p r o b a b l y be a good compromise , i f you had t h e a c t u a l t h e c a s i n g made of t h e o f uh m a t e r i a l l i k e t i t a n i u m

and t h e n j u s t t h e p o i n t s a t which i t ’ s b e i n g h e l d b e i n g r u b b e r ,
425 B > A( INF ) : ’ c a u s e I mean i t would a l s o e n c o u r a g e um h o l d i n g t h e remote i n t h e c o r r e c t l i k e way , uh such as t o r e d u c e t h e r i s k o f R . S . I . .
426 D > G(ASS) : Yeah , .
427 A > G( STL ) : So
428 A > G( INF ) : we ’ r e moving on t o more uh of Lawrence ’ s u s e r i n t e r f a c e c o n c e p t ,
429 A > G(FRG) : t h e
430 A > G( STL ) : so
431 A > G( INF ) : j u s t have t o d e c i d e e x a c t l y what we ’ r e gonna go f o r f o r t h e i n t e r f a c e h e r e ,
432 A > G(ELA) : a r e we go ing f o r t h e b a s i c ,
433 A > G(ELA) : a r e we go ing f o r t h e advanced ,
434 A > G(ELA) : a r e we go ing t o t r y and g e t somewhere i n between .
435 C > A(ASS) : I t h i n k we we a l r e a d y d e c i d e d on t h e i d e a o f ha v in g a r e a l l y b a s i c uh b a s i c a p p r o a c h f o r s t a r t e r s , and t h e n t h r o u g h i n some way

t o d t o come up wi th wi th some l e t ’ s say some more c o m p l i c a t e d f u n c t i o n s ,
436 C > G(SUG) : so b a s i c a l l y we ’ d have j u s t t h e b a s i c b u t t o n s f o r on o f f , volume and uh c h a n n e l s w i t c h i n g , and t h e n a g a i n t h e e x t r a b u t t o n which

would t a k e you l e t ’ s say t o t h e more c o m p l i c a t e d f u n c t i o n s t h a t you might need o c c a s i o n a l l y .
437 A > C(CAU) : A l r i g h t .
438 D > G(FRG) : ’ Cause o w we
439 A > G(FRG) :
440 D > A(ELA) : we s h o u l d have two d e s i g n s , r i g h t , one b a s i c and one more o r
441 A > D(ASS) : There ’ d be two d e s i g n s f o r t h e a c t u a l u s e r i n t e r f a c e ,
442 A > D(ASS) : b u t t h a t would be bo th u s e r i n t e r f a c e s would be a v a i l a b l e from t h e same d e v i c e .
443 A > D( INF ) : So you ’ d be s i t t i n g t h e r e , you ’ d have t h e remote i n your hand , and you would have you know your c h a n n e l one , c h a n n e l two ,

change c h a n n e l , change volume .
444 D > G(BCK) : Mm−hmm .
445 A > D( INF ) : Then t h e r e would be a b u t t o n somewhere on i t t h a t s a i d go t o advanced , o r a b u t t o n t h a t s a i d advanced or w h a t e v e r ,
446 D > G(BCK) : Mm−hmm .
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447 A > D( INF ) : you ’ d p r e s s t h a t
448 A > D( INF ) : and t h e n t h e u s e r i n t e r f a c e b e c a u s e i t ’ s L . C .D. we c o u l d t h e n change i t t o one t h a t had a l l t h e advanced c o n t r o l s .
449 D > G(BCK) : Mm−hmm .
450 A > D( INF ) : And t h e n a b u t t o n t h a t would be b a s i c and t h a t would t a k e you back .
451 A > D( INF ) : So we ’ d have t h i s same m same remote c o n t r o l b u t a d i f f e r e n t d e s i g n of t h e a c t u a l f e a t u r e s t h a t a r e o f f e r e d .
452 D > A(CAU) : Mm−hmm , okay .
453 A > G(ELA) : I t h i n k .
454 A > G(OFF) : I j u s t wanted t o do t h e c l o s i n g .
455 A > G(OFF) : So I ’ l l j u s t go ove r t h i s q u i c k l y .
456 A > G( STL ) : So
457 A > G( INF ) : f o r t h e n e x t mee t ing , t h e two of you w i l l be working t o g e t h e r on c r e a t i n g some t y p e o f p r o t o t y p e by u s i n g t h e v i d e o c o n f e r e n c e ,

u s i n g t h e model ing c l a y , I t h i n k
458 A > G( INF ) : I presume t h a t ’ s t h e s t u f f t h e r e .
459 B > A(ASS ) : Yeah .
460 A > C( ELI ) : Lawrence do you have model ing c l a y on your s i d e ?
461 C > A( ELI ) : I do n o t .
462 A > G( INF ) : So you ’ r e gonna have fun wi th model ing c l a y i n t h e n e x t f o r t y m i n u t e s .
463 A > G( STL ) : Um
464 A > G(FRG) : a s T s v e t a
465 D > A( INF ) : T s v e t a .
466 A > D(CAU) : T s v e t a ,
467 A > D( INF ) : you ’ r e gonna be working on t h e p r o d u c t e v a l u t a i o n , um s o r t o f l l o o k i n g a t d e c i s i o n s we ’ ve made and how they ’ r e gonna a f f e c t t h e

a c t u a l m a r k e t i n g o f t h e p r o d u c t .
468 D > G(BCK) : Mm−hmm .
469 A > G(OFF) : So I ’ l l p u t t h e m i n u t e s i n I ’ l l p u t t h e m i n u t e s a s m i n u t e s two , i n t o t h e s h a r e f o l d e r , a b o u t two or t h r e e m i n u t e s a f t e r we

f i n i s h t h e mee t ing ,
470 D > G(BCK) : Mm−hmm .
471 A > G(OFF) : and j u s t s o r t o f g i v e a l i s t o f a l l t h e d e c i s i o n s we ’ ve made
472 A > G( INF ) : so t h a t bo th you two can t h e n g e t down t o a c t u a l l y working on t h e p r o t o t y p e ,
473 A > D( INF ) : and t h e n you can a c t u a l l y look a t how t h a t ’ s gonna a f f e c t t h e m a r k e t i n g o f i t .
474 D > G(BCK) : Mm−hmm , okay .
475 A > G( INF ) : And you ’ l l g e t o b v i o u s l y s p e c i f i c i n s t r u c t i o n s s e n t t o you a f t e r t h e meet ing ’ s f i n i s h e d .
476 A > G( STL ) : So
477 A > G( ELI ) : w i th t h e d e c i s i o n s i n mind , i s t h e r e a n y t h i n g e l s e t h a t p e o p l e have n o t i c e d s i n c e t h e l a s t mee t ing ,
478 A > G( ELI ) : some th ing t h a t we don ’ t t h i n k has been c o v e r e d ,
479 A > G(ELO) : o r you know j u s t any i d e a t h a t you have ,
480 A > G( ELI ) : j u s t i s t h e r e a n y t h i n g t h a t l i k e you ’ d l i k e t o be added on ?
481 C > A( INF ) : I t h i n k we c o v e r up t h e most t h e most i m p o r t a n t f a c t s a l r e a d y .
482 B > G(ASS) : Yeah , I t h i n k uh t h a t ’ s j u s t a b o u t e v e r y t h i n g t h a t ’ s been c o v e r e d .
483 A > G(BCK) : Mm−hmm .
484 A > G(BCK) : Mm−kay .
485 A > G( STL ) : So we ’ r e go ing f o r
486 A > G( INF ) : we ’ r e go ing f o r a remote c o n t r o l u s i n g t h e L . C .D. d i s p l a y wi th advanced c h i p ,
487 A > G( INF ) : we ’ r e gonna have a t i t a n i u m c a s i n g , w i th r u b b e r padd ing and r u b b e r c a s i n g round i t .
488 A > G( INF ) : We’ l l t h e n have a b a s i c u s e r i n t e r f a c e , w i th t h e o p t i o n t o s w i t c h t o an advanced u s e r i n t e r f a c e ,
489 A > G( INF ) : and i t ’ s gonna be powered by b a t t e r y .
490 D > G(BCK) : Mm−hmm .
491 A > G( STL ) : Tha t i s our
492 A > G( INF ) : t h a t i s our f i n a l d e c i s i o n on e x a c t l y how t h i s remote w i l l l ook and work .
493 B > A(ASS) : Sounds good t o me .
494 D > A(ASS) : Yeah , t o me t o o .
495 A > G( STL ) : A l r i g h t .
496 D > G( STL ) : Yeah .
497 A > G(SUG) : We can j u s t s o r t o f s i t and s t a r e .
498 D > G( ELI ) : Was i t f o r t y m i n u t e s ?
499 D > G( INF ) : I t h i n k we have t e n more .
500 A > D( INF ) : F o r t y m i n u t e s .
501 A > D(ASS) : Yeah .
502 D > G( INF ) : Because we s t a r t e d on t e n t o f o u r .
503 A > G( INF ) : We s t a r t e d j u s t b e f o r e t e n t o f o u r ,
504 A > G( INF ) : so we ’ ve g o t a good t e n m i n u t e s .
505 D > G( ELI ) : Th i s b l u e one which Lawrence o f f e r e d us , i t was and i t had some b u t t o n s ove r i t , was i t uh l i k e our model ,
506 D > C( ELI ) : o r i t was a l r e a d y produced ?
507 D > G( STL ) : Uh
508 A > G( STL ) : The t h e
509 A > D(CAU) : t h e one on t h e s c r e e n ?
510 D > A( INF ) : on s c r e e n yeah ,
511 D > C( INF ) : i t was one , one l i t t l e b l u e , Lawrence ,
512 D > C( ELI ) : where d i d you g e t i t from ?
513 D > G(FRG) : Did you
514 C > G( STL ) : Oh .
515 A > G( STL ) : Uh
516 A > C(OFF) : I ’ l l g e t back t o you .
517 C > G(FRG) : I t h i n k i t ’ s
518 C > G( STL ) : uh yeah ,
519 C > A(SUG) : would you go t o my
520 C > A(ASS) : okay ,
521 C > G( STL ) : l e t me s e e .
522 C > D( ELI ) : You mean uh t h i s one ?
523 D > C( INF ) : Next one ,
524 D > C( INF ) : no no
525 D > C( INF ) : n e x t .
526 A > C( INF ) : Next .
527 C > D( ELI ) : Th i s one ?
528 D > C( INF ) : Th i s one , yeah .
529 C > G( STL ) : Well
530 C > D( INF ) : t h a t ’ s b a s i c a l l y a c o m p l e t e b e g i n n e r remote c o n t r o l ,
531 C > D( INF ) : and i t ’ s b a s i c a l l y aimed f o r f o r c h i l d r e n
532 C > D( INF ) : so you would be a b l e t o programme i t somehow i n o r d e r f o r your k i d s t o a c c e s s j u s t a l i m i t e d number o f o f c h a n n e l s .
533 C > D( INF ) : And you ’ d have some p r o t e c t i o n ,
534 C > G( STL ) : you know you you s e e t h a t k ind of um how would you c a l l i t ,
535 C > D( INF ) : i t ’ s composed o u t o f two p a r t s ,
536 C > D( INF ) : so one o f them would would a u t o m a t i c a l l y go yep , t h a t p a r t w i l l a u t o m a t i c a l l y c o v e r t h e o t h e r b u t t o n s t h a t a r e n o t needed t h e r e

b u t a r e needed on ly on ly by you when you make d i f f e r e n t s e t t i n g s I presume .
537 D > G(BCK) : Mm−hmm .
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538 C > D( INF ) : So i t ’ s a l r e a d y i n use ,
539 C > D( INF ) : i t ’ s n o t a new i d e a .
540 A > G( STL ) : Uh so
541 C > G( INF ) : I p u t i t j t h e r e , j u s t t o t o r e a l i s e , t o s e e d i f f e r e n t s h a p e s and d i f f e r e n t a p p r o a c h e s t o a narrow t a r g e t c o m p l e t e b e g i n n e r t y p e

remote c o n t r o l .
542 A > G(FRG) : i f y
543 D > C(CAU) : Mm−hmm .
544 A > G( STL ) : So b a s i c a l l y
545 D > G(ASS) : Because t h i s i s f a n c y l o o k i n g
546 D > G( INF ) : and um i t has b a s i c t h e b a s i c t h i n g s above and t h e more advanced f e a t u r e s i n i t , so
547 A > G( STL ) : Mm . So
548 A > G(FRG) : t h a t ’ s s o r t o f
549 A > G(SUG) : t h e one on t h e l e f t , t h e b l u e one , i s s o r t o f what we ’ l l be um t h a t w i l l be s o r t o f what ’ s t h e b a s i c one ,
550 A > G(SUG) : t h e n t h e one on t h e r i g h t i s gonna be how t h e advanced w i l l l ook
551 A > G( INF ) : so b a s i c a l l y we ’ l l have a remote s w i t c h i n g back and f o r t h between t h e s e c o m p l e t e b e g i n n e r and advanced u s e r i n t e r f a c e s .
552 B > G(SUG) : I imag ine t h e f i n a l p r o d u c t w i l l p r o b a b l y be more i f you uh r e t u r n t o t h e p r e v i o u s s l i d e , um yeah , p r o b a b l y be more l i k e uh what

’ s on t h e l e f t h e r e ,
553 B > G( STL ) : I mean ,
554 B > G(SUG) : i t ’ s n o t gonna be e x a c t l y t h e same ,
555 B > G( INF ) : I mean you can s e e i t ’ s g o t t h e b a s i c um f u n c t i o n s as push b u t t o n push b u t t o n s and an L . C .D. d i s p l a y i n g t h e i n f o r m a t i o n ,
556 B > G(SUG) : and I imag ine our f i n a l p r o d u c t b e c a u s e t h e b u t t o n s w i l l need t o be a b l e t o change , i t ’ l l have t o be a t o u c h s c r e e n t h i n g ,
557 B > G(SUG) : b u t t o b e g i n wi th i t w i l l have l i k e t h e uh you know t h e ve ry b a s i c f u n c t i o n s and t h e advanced ones a v a i l a b l e a t t h e t o u c h of a

b u t t o n .
558 A > G( STL ) : Yeah ,
559 A > G(BEP) : and o b v i o u s l y t h e r e won ’ t be an M. P . t h r e e p l a y e r .
560 B > A(BEP) : True . Uh no no headphones .
561 A > G( STL ) : Um j u s t , w e l l
562 A > G( INF ) : we ’ ve g o t t h e t ime .
563 A > G( STL ) : Um
564 A > G( ELI ) : i n t h e d e s i g n , a s I remember , remember t h a t t h e Rea l R e a c t i o n logo must be i n c l u d e d somewhere i n i t ?
565 B > A( INF ) : Mm , yeah okay .
566 A > G(SUG) : So we j u s t need t h o s e two R . s i n s i d e t h e ye l l o w background .
567 A > G( STL ) : Uh
568 A > G( INF ) : I don ’ t know where
569 A > G( INF ) : t h a t ’ s o b v i o u s l y up t o you ,
570 A > G( INF ) : b u t i t needs t o be somewhere ,
571 A > G( INF ) : I don ’ t know how b i g t h e y r e a l l y want i t .
572 B > G(BCK) : Mm−hmm .
573 A > G( INF ) : Obv ious ly i t needs t o be n o t i c e a b l e .
574 A > G( INF ) : Tha t sounded l i k e an e m a i l .
575 A > G( INF ) : We have f i v e m i n u t e s t o f i n i s h t h e mee t ing .
576 B > G( STL ) : Uh w e l l uh
577 D > G(BCK) : Mm mm mm .
578 B > G(BEP) : push f o r t ime or p o s s i b l y n o t .
579 A > G(BEP) : I know , we ’ l l n e v e r g e t t h i s done i n t ime .
580 D > A( ELI ) : And ho how am I go ing t o do t h e p r o d u c t e v a l u a t i o n when I have on ly on ly our d e c i s i o n s now ,
581 A > D( INF ) : You ’ l l g e t an e m a i l .
582 D > G(FRG) : b u t you you made
583 D > G( STL ) : When
584 D > G( ELI ) : when you ’ r e done wi th uh t h e model o f i t , can I t h e n do t h a t , o r
585 A > G( STL ) : You
586 A > D( INF ) : you do t h e p r o d u c t e v a l u a t i o n I assume based on t h e d e c i s i o n s t h a t we ’ ve made .
587 A > G( STL ) : So
588 A > D( INF ) : you know t h a t we ’ r e gonna come o u t wi th a p r o d u c t w i th a t i t a n i u m c a s e t h a t ’ s g o t r u b b e r a round i t .
589 D > G(BCK) : Mm−hmm .
590 A > D( INF ) : You ’ l l t h e n look a t how t h a t you know how t h e i d e a o f t h a t c a s e a p p e a l s t o t h e marke t .
591 D > G(BCK) : Mm−hmm .
592 A > G(FRG) :
593 B > D( INF ) : I imag ine uh more s p e c i f i c i n s t r u c t i o n s w i l l come t h r o u g h t h e e m a i l a f t e r t h e meet ing ’ s f i n i s h e d .
594 D > G(BCK) : Yeah .
595 B > D( INF ) : Make t h i n g s c l e a r e r .
596 D > G(BCK) : Okay .
597 A > G(OFF) : I ’ l l j u s t f i n i s h t h i s m i n u t e s
598 A > G(FRG) : and t h e n I can .
599 B > G(SUG) : I t h i n k maybe um i f we a c t u a l l y combined t h e e m a i l s t h a t we ’ ve r e c e i v e d t h a t have you know , f a c t u a l i n f o r m a t i o n i n them , um so

t h a t they ’ r e a v a i l a b l e t o e v e r y o n e t h a t might h e l p t h e d e c i s i o n making p r o c e s s ,
600 B > G( INF ) : so I mean I ’ ve g o t an e m a i l h e r e t h a t t e l l s you what l i m i t a t i o n s t h e r e a r e on u s i n g p a r t i c u l a r um p a r t i c u l a r p a r t s o f t h e

p a r t i c u l a r m a t e r i a l s t o g e t h e r , e t c e t e r a ,
601 B > G( INF ) : and uh I ’m s u r e t h a t I mean you each have i n d i v i d u a l e m a i l s t h a t g i v e you f a c t u a l i n f o r m a t i o n on e i t h e r , you know , t h e marke t

r e s e a r c h s i d e o f t h i n g s o r t h e u s e r i n t e r f a c e s i d e o f t h i n g s .
602 B > G( STL ) : Um so
603 B > G(BCK) : Yeah .
604 B > A(ASS) : U s e f u l .
605 A > G( STL ) : And um
606 A > G( INF ) : v o i c e r e c o g n i t i o n , I mean i t s o r t o f came o u t a s i t c o u l d be a good gimmick f o r s e l l i n g t h e t h i n g .
607 D > G(BCK) : Mm−hmm .
608 A > G(ELA) : Do we wanna a p p r o a c h i t a s an a c t u a l f e a t u r e i n t h e p r o d u c t ?
609 A > G(FRG) : I mean you were s a y i n g i t
610 D > A(CAU) : Voice r e c o g n i t i o n .
611 A > G( INF ) : I mean t h e marke t r e s e a r c h s a y s i t c o u l d be a good gimmick ,
612 D > G( STL ) : Mm .
613 B > G(BCK) : Mm .
614 A > G( INF ) : whereas i t might n o t a c t u a l l y be used
615 A > G(ELA) : b u t t h e n do we r e a l l y t o be used once they ’ ve bough t t h e p r o d u c t ?
616 D > G( STL ) : Well
617 D > A(ASS) : t h e marke t s a y s t h a t i t won ’ t be i t w i l l be more used from p e o p l e um who a r e o l d e r t h a n t h i r t y − f i v e y e a r s ,
618 A > G(FRG) : So we j u s t s o r t o f
619 D > A( INF ) : b u t our p u b l i c i s below t h a t .
620 A > D(CAU) : Yeah ,
621 D > A( INF ) : And t h e y say t h a t they ’ r e more w i l l i n g t o use .
622 A > G(SUG) : so we j u s t drop i t o u t .
623 A > G(ASS) : A l r i g h t .
624 A > G(SUG) : And remember f r u i t and veg when you ’ r e d e s i g n i n g i t .
625 B > A(ASS) : Yeah , we ’ l l uh keep t h a t i n mind .
626 A > G(ELA) : And do we go f o r a s i n g l e −c u r ve d c a s e ?
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627 B > A(ASS) : Yes
628 B > G( STL ) : um
629 B > A( INF ) : t h e d ou b l e c u r v e i s n ’ t f e a s i b l e wi th t h e r u b b e r o r t h e t i t a n i u m , so
630 A > G(CAU) : S i n g l e cu rv ed .
631 B > A( INF ) : Yeah .
632 B > G(FRG) : So t h e
633 B > G( INF ) : n o t what e x a c t l y t h a t means I ’m n o t q u i t e s u r e ,
634 B > G( STL ) : uh
635 A > G(ELA) : And a r e we go ing f o r a b a c k l i g h t and t h e f e a t u r e t o f i n d i t ?
636 B > G( STL ) : Uh
637 B > A(ASS) : yeah
638 B > G( INF ) : I t h i n k t h e y were q u i t e i n demand
639 D > G(FRG) : Why’ s
640 B > G(ELA) : weren ’ t t h e y ,
641 B > G( INF ) : I mean wi th h a l f o f t h e p e o p l e s a y i n g t h a t uh f i f t y p e r c e n t s a y i n g t h a t t h e y t h i n k t h e remote sp en ds a s i g n i f i c a n t t ime l o s t i n

t h e room somewhere ,
642 B > G(ASS ) : t h e n a f e a t u r e t o f i n d i t w i l l p r o b a b l y be q u i t e s o u g h t a f t e r .
643 A > B(ASS) : A l r i g h t .
644 A > G( INF ) : That ’ s t h e m i n u t e s i n t h e s h a r e d document , i f anybody wants t o go and look them up .
645 A > G(SUG) : Make s u r e I haven ’ t messed up somewhere ,
646 A > G(BEN) : a s I p r o b a b l y have .
647 D > A(CAU) : So we ’ r e go ing t o make them mm documents and p u t i t i n t h e s h a r i n g f o l d e r .
648 A > D( INF ) : J u s t t h e e m a i l s t h a t you t h i n k would be u s e f u l f o r eve rybody t o know , i f you j u s t copy t h e c o n t e n t s and p u t i t i n t o a word

document ,
649 D > G(BCK) : Yeah .
650 A > D( INF ) : t h a t way w p e o p l e can look i t up and say you know , oh t h i s i s what t h e marke t r e s e a r c h s a y s o r oh t h i s i s what t h e f e a t u r e s

a v a i l a b l e a r e .
651 D > G(FRG) : Why’ s
652 D > G( STL ) : Okay ,
653 D > G( INF ) : I ’m t r y i n g t o save i t f o r a second t ime .
654 C > G(SUG) : Should we p u t them a l l i n t h e e m a i l s f o l d e r , r a t h e r t h a n ha v i ng them a l l ove r i n t h e same p l a c e ,
655 C > G( INF ) : ’ c a u s e a f t e r w a r d s we ’ r e n o t go ing t o r e a l i s e what and where we have .
656 C > G( INF ) : So t h e r e i s a f o l d e r t h a t t h e y d i d , add e m a i l s ,
657 C > G(ASS) : and i t would be good i f e v e r y o n e would p u t h i s e m a i l s t h e r e .
658 A > G( STL ) : Mm oh we ’ l l p u t
659 A > G(OFF) : I ’ l l p u t them i n a s e p a r a t e word document
660 D > G( ELI ) : Are you a b l e t o make i t a document and p u t i t i n t h e
661 A > G( INF ) : so we don ’ t o v e r l a p .
662 A > G( INF ) : I ’ ve been t o l d t o f i n i s h t h e mee t ing now though .
663 A > G( STL ) : So
664 B > G(FRG) : A l r i g h t , yep i f you yeah , i f you j u s t
665 A > G(FRG) : say
666 A > G( ELI ) : I f eve rybody knows what they ’ r e gonna do ,
667 D > A( INF ) : Yes .
668 A > G( INF ) : we ’ r e a l l s e t .
669 D > G( INF ) : I f t h i s works .
670 D > G( INF ) : I ’m t r y i n g t o save i t f o r a second t ime ,
671 A > G(FRG) : Then I ’m n o t su
672 A > C( INF ) : I t h i n k we ’ r e l e a v i n g you t h e r e Lawrence
673 D > G(FRG) : and i t ’ s
674 C > A(CAU) : S o r r y ?
675 A > G(FRG) : f o r you t o do i f
676 A > C( INF ) : I t h i n k you ’ r e s t a y i n g on t h e v i d e o c o n f e r e n c e i n f o r Ben .
677 A > G( INF ) : But t h a t ’ s t h e mee t ing o f f i c i a l l y c l o s e d
678 D > G(BCK) : Yeah .
679 A > G( INF ) : and we ’ l l speak a g a i n i n f o r t y m i n u t e s .
680 D > G( STL ) : Okay ,
681 D > G( INF ) : I g i v e up .
682 D > G(FRG) : Th i s i s
683 D > G(BEP) : h i ,
684 D > G( INF ) : I ’m t r y i n g t o save a document
685 A > G(OTH) : Yep .
686 D > G(FRG) : and f o r a second t ime i t g i
687 D > G( INF ) : n o t r e s p o n d i n g ,
688 D > G( INF ) : and t h e n a g a i n ,
689 D > G( INF ) : and now i t ’ s j u s t n o t r e s p o n d i n g .
690 D > G( INF ) : I was j u s t t r y i n g t o d e c i d e where
691 D > G( INF ) : and i t ’ s n o t r e s p o n d i n g .
692 D > G(OTH) : Okay .
693 D > G(FRG) : So i f I
694 D > G(BCK) : Word documents ,
695 D > G(BCK) : and save as
696 D > G( ELI ) : Can I save i t on t h e s h a r e d f o l d e r ? .
697 D > G( STL ) : Mm−hmm ,
698 D > G( ELI ) : i s i t b e c a u s e I wanted t o copy p a s t e from t h e e m a i l ?
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1 B > G(OTH) : Uh yeah .
2 D > G( INF ) : He can ’ t s e e me .
3 B > G(FRG) :
4 D > C( ELI ) : Lawrence , can you s e e me ?
5 C > D( INF ) : No I c a n n o t .
6 D > G(FRG) : I r e a l l y c a n n o t
7 C > G(FRG) : I can ’ t I don ’ t know how t o
8 C > G(OFF ) : l e t me s e e i f I can work a l i t t l e b i t w i th my
9 B > G(OTH) : Uh W. .

10 D > C( ELI ) : Can you s e e us a l l ?
11 C > D( INF ) : Almost , yep .
12 D > C(CAU) : Almost , what does a l m o s t mean ?
13 B > D(BEP) : Mis s ing some l i m b s .
14 D > C(CAU) : Okay , okay .
15 A > G( STL ) : Okay
16 A > G( INF ) : we ’ r e gonna g e t r i d o f them .
17 A > G( INF ) : ’ Cause I l o v e them ,
18 A > G(FRG) : we need t o a c t u a l l y um
19 D > G( ELI ) : What was what was t h e l a s t one ?
20 C > G( STL ) : So
21 A > D( INF ) : ah w e l l ,
22 C > G( INF ) : I have t o do some th ing now ,
23 A > D( INF ) : t h e r e ’ s enough funny q u o t e s .
24 D > A(CAU) : Okay .
25 C > G( ELI ) : do you have t o do a n y t h i n g ?
26 B > C(BEP) : S o r r y .
27 C > G( STL ) : I have
28 C > G( INF ) : I have t o do some th ing l i k e a r e p o r t f o r t h e mee t ing ,
29 C > G( ELI ) : do you have t o do a n y t h i n g
30 C > G( ELI ) : o r you ’ r e j u s t a l l w a i t i n g f o r me and my r e p o r t ?
31 B > G(FRG) : I I don ’ t kn
32 B > C( INF ) : I t h i n k we ’ r e supposed t o be g i v i n g a k ind of j o i n r e p o r t a ren ’ t we , on uh how how t h e d e s i g n went .
33 B > C(SUG) : So s h a l l I j u s t show t h e d e s i g n t o e v e r y o n e e l s e and you can k ind o f walk them t h r o u g h i t ,
34 A > B(OTH) : Go down .
35 B > C( ELI ) : o r i s t h a t n o t what we ’ r e supposed t o be do ing ?
36 A > B(OFF) : Le t me g e t t h i s up f i r s t .
37 B > A(CAU) : Uh
38 B > A(ASS) : okay .
39 A > G( STL ) : Okay
40 A > G( INF ) : t h i s i s our d e t a i l e d d e s i g n mee t ing .
41 A > C(ASS) : Nope ,
42 A > C(SUG) : s t o p p l a y i n g wi th t h e mouse .
43 C > A(CAU) : S o r r y ?
44 A > G( INF ) : Th i s i s our d e t a i l e d d e s i g n mee t ing .
45 A > G( STL ) : Um
46 A > G( INF ) : t h i s i s our a b i t o f open ing h e r e ,
47 A > G( INF ) : j u s t gonna b r i e f l y t a l k a b o u t what we ’ ve a l l been do ing .
48 A > G( INF ) : Then we ’ r e go ing t o have t h e p r e s e n t a t i o n o f t h e p r o t o t y p e by t h e i n d u s t r i a l d e s i g n e r ,
49 B > A(ASS) : Oh ,
50 B > G( INF ) : t h a t ’ s me .
51 A > G( INF ) : t h e n e v a l u a t i o n o f t h e d e s i g n by our m a r k e t i n g e x p e r t .
52 A > G( INF ) : And t h e n I ’m making a f i n a n c e p r e s e n t a t i o n ,
53 A > G( INF ) : which i s b a s i c a l l y what we had t o c u t o u t b e c a u s e i t was t o o e x p e n s i v e .
54 D > G(FRG) :
55 A > G(ASS) : Kind of .
56 B > G(FRG) :
57 A > G( INF ) : And t h e n we ’ l l work on t h e p r o d u c t r e f i n r e f i n e m e n t i f n e c e s s a r y .
58 A > G( INF ) : And we ’ ve g o t t o g e t t h i s a l l done i n f o r t y m i n u t e s .
59 A > G(ASS) : A c t u a l l y l e s s t h a n f o r t y m i n u t e s
60 A > G( INF ) : b u t we ’ l l g e t i t done .
61 B > A(ASS) : I ’m f a i r l y s u r e ,
62 A > G( STL ) : So
63 B > G(FRG) : j u s t .
64 A > B(SUG) : I ’ l l p a s s ove r t o our i n d u s t r i a l d e s i g n e r e x p e r t .
65 B > G( STL ) : Well , um
66 C > A(SUG) : Wait a moment
67 C > A( ELI ) : when do I have t o do my p r e s e n t a t i o n a b o u t u s a b i l i t y t e s t i n g ?
68 A > G(FRG) : You would do t h a t
69 C > G(FRG) : That ’ s n o t
70 A > C(SUG) : you would b e t t e r w e l l work t o g e t h e r t o do t h i s p r e s e n t a t i o n o f p r o t o t y p e ,
71 A > C(SUG) : so when he s o r t o f s a y s I ’m f e d up of t a l k i n g , you can c o n t i n u e .
72 B > G(FRG) :
73 D > G(FRG) :
74 A > C(SUG) : You can j u s t chime i n .
75 C > G(FRG) : I c a n n o t
76 C > G( INF ) : I have no t ime t o look ove r my u s a b i l i t y t e s t i n g s ,
77 C > G( INF ) : I j u s t g o t them .
78 B > G( STL ) : Um ,
79 B > C(CAU) : okay .
80 A > G( STL ) : Well
81 A > C(SUG) : you can look ove r w h i l e Ben ’ s t a l k i n g .
82 A > C(ELA) : Okay ?
83 C > A(CAU) : S o r r y ?
84 A > C( INF ) : You look ove r i t w h i l e Ben i s t a l k i n g .
85 C > A(CAU) : Okay .
86 B > G( STL ) : R i g h t . So
87 B > G( INF ) : h e r e we have t h e uh famous T−mote
88 B > G( INF ) : which we ’ ve been working on so ha rd ove r t h e p a s t few h o u r s .
89 B > G( STL ) : Um
90 B > G( INF ) : a s you can s e e ,
91 B > G( INF ) : i t ’ s made o f PlayDoh ,
92 B > G(ASS) : which may be a problem i n p r o d u c t i o n ,
93 B > G(SUG) : I t h i n k maybe r u b b e r o r p l a s t i c would be a b e t t e r o p t i o n .
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94 B > G( STL ) : Um
95 B > G( INF ) : we shaped i t l i k e t h i s j u s t b e c a u s e i t ’ s uh ergonomic t o ho ld ,
96 B > G( INF ) : i t f i t s i n t h e hand q u i t e n i c e l y
97 B > G( STL ) : um ,
98 B > G( INF ) : ea sy a c c e s s t o t h e b u t t o n s ,
99 B > G( INF ) : b u t i t ’ s a l s o uh q u i t e a un i qu e shape ,

100 B > G( INF ) : i t g i v e s us a u n i qu e uh s p o t i n t h e marke t .
101 B > G( STL ) : Um
102 B > G( INF ) : t h e b l u e i s t h e o u t l i n e o f t h e shape o f t h e a c t u a l t h i n g ,
103 B > G( INF ) : whereas t h e r e d i s t h e L . C .D. s c r e e n .
104 B > G( STL ) : Um
105 B > G( INF ) : and t h e y e l l o w p a r t s a r e t h e uh t o u c h s e n s i t i v e wh s o r r y , where t h e b u t t o n s would a p p e a r on t h e s c r e e n .
106 B > G( STL ) : Um
107 B > G( INF ) : we have t h e power b u t t o n ,
108 B > G( INF ) : which i s l o c a t e d c e n t r a l l y ,
109 B > G( INF ) : j u s t um t h e most i m p o r t a n t b u t t o n p r o b a b l y on t h e t h i n g ,
110 B > G( STL ) : um
111 B > G( INF ) : and we ’ ve g o t two s c r o l l uh s c r o l l o p t i o n s h e r e f o r volume and c h a n n e l s ,
112 B > G( INF ) : which you j u s t o p e r a t e by s l i d i n g your thumb up and down .
113 B > G( STL ) : Um
114 B > G( INF ) : and t h e n a t t h e bot tom uh s l i g h t l y o u t o f t h e way you have t h e advanced uh s o r r y , s w i t c h t o advanced view ,
115 B > G( INF ) : which would uh you know upon p r e s s i n g i t would c h a n g i n g change t h e l a y o u t o f a l l t h e s e b u t t o n s
116 B > G( INF ) : and you g e t t h e c o n t r o l ove r t h i n g s l i k e you know t u n i n g , c o n t r a s t , a l l t h i s s o r t o f s t u f f .
117 B > G( STL ) : Um
118 B > G( INF ) : a l o n g t h e bot tom t h e r e ’ s a n o t h e r ve ry s m a l l L . C .D. d i s p l a y
119 B > G( INF ) : which i s j u s t used f o r t h e uh power .
120 B > G( INF ) : I t shows you how much b a t t e r y t h e r e i s l e f t i n t h e t h i n g .
121 B > G( STL ) : Um
122 B > G( INF ) : which i s s e p a r a t e from t h e r e s t
123 B > G( INF ) : b e c a u s e i t w i l l n e v e r be t u r n e d o f f ,
124 B > G( STL ) : uh
125 B > G( INF ) : whereas t h e main L . C .D. w i l l uh go o f f a f t e r n o t b e i n g used uh t o save b a t t e r y l i f e .
126 B > G( STL ) : Um
127 B > G( INF ) : f u r t h e r t h a n t h a t , I don ’ t t h i n k t h e r e ’ s r e a l l y t h a t much t o say .
128 B > G( STL ) : Uh
129 B > G(SUG) : I ’ l l p a s s ove r t o my uh u s e r i n t e r f a c e d e s i g n e r i f he ’ s h e r e .
130 B > C(OTH) : Lawrence ?
131 A > C(OTH) : Lawrence .
132 B > C(BEP) : Knock , knock .
133 A > C(OTH) : Lawrence .
134 B > G(FRG) :
135 D > C(OTH) : Ooh .
136 B > C(ELA) : Would you l i k e t o uh do your b i t now or
137 C > G( ELI ) : I a l r e a d y have t o do i t , so f a s t ?
138 C > G(BEP) : S o r r y
139 C > G( STL ) : I I I
140 C > G( INF ) : I ’ ve muted t h e sys tem i n o r d e r f o r me t o work on w h a t e v e r I had t o .
141 C > G( STL ) : So um
142 C > G( INF ) : my b e t i s some th ing l i k e I s h o u l d g i v e you a word r e p o r t ,
143 C > G(OTH) : oh my god ,
144 C > G( INF ) : I can ’ t a c t u a l l y g i v e you t h e word r e p o r t
145 C > G(OFF) : b u t t h e n a g a i n I can speak a b o u t what s h o u l d uh what t h e r e p o r t s h o u l d c o n t a i n t o a c e r t a i n e x t e n t .
146 C > G(OFF) : So I s h o u l d g i v e you a f u l l d e s c r i p t i o n o f what u s a b i l i t y t e s t i n g i s .
147 C > G( INF ) : U s a b i l i t y t e s t i n g as I c o u l d g a t h e r u n t i l now , i s t h e i d e a o f i n v e s t i n g i n i n um u s e r c e n t r e d d e s i g n ,
148 C > G( INF ) : which would uh r e t u r n your i n v e s t m e n t i n a q u i t e r a p i d amount o f t ime .
149 C > G( STL ) : Now t h e n a g a i n um
150 C > G(OFF) : t h e i m p o r t a n c e o f u s a b i l i t y t e s t i n g ,
151 C > G( INF ) : i t i s i m p o r t a n t b e c a u s e we c o u l d g e t our money back I would say .
152 C > G( STL ) : Um
153 C > G( INF ) : Another t h i n g t h a t I have t o t o u c h what would be t h e e s t i m a t e d c o s t s and d u r a t i o n f o r each o p e r a t i o n ,
154 C > G(FRG) : which
155 C > G(SUG) : l e t me s e e where t h e y would be
156 C > G( STL ) : mm
157 C > G( ELI ) : i n t h e e x p e r t r e v i e w ,
158 C > G( INF ) : no , i t ’ s n o t i n h e r e .
159 C > G( STL ) : Mm .
160 C > G( INF ) : Cos t .
161 C > G( INF ) : A t y p i c a l u s e r walk t h r o u g h would t a k e t h r e e two s i x weeks
162 C > G( INF ) : and i s pe r fo rmed by a t l e a s t two or o f our u s a b i l i t y e x p e r t s .
163 C > G( INF ) : C o s t s a r e u s u a l l y between f i f t e e n thou t h o u s a n d e u r o s and t h i r t y t h o u s a n d e u r o s , depend ing on t h e s i z e o f t h e a p p l i c a t i o n o r

w e b s i t e . The d e t a i l t h e r e q u i r e d d e t a i l o f t h e o u t p u t and t h e a v a i l a b i l i t y and number o f s u b j e c t s .
164 C > G( STL ) : Okay . So l e t me
165 C > G(OFF) : l e t me make a s h o r t a b r i e f um how do you c a l l i t , p u t i t i n a i n fewer words .
166 C > G( INF ) : I t would t a k e from t h r e e t o s i x weeks
167 C > G( INF ) : and i t would c o s t us between f i f t e e n and t h i r t y t h o u s a n d e u r o s .
168 C > G( ELI ) : What e l s e do I have t o c o v e r ?
169 C > G(OFF) : What I recommend t o be done ,
170 C > G( INF ) : b e c a u s e I do c o n s i d e r your u s a b i l i t y t e s t i n g t o be ve ry i m p o r t a n t ,
171 C > G(SUG) : I say t h a t we s h o u l d we s h o u l d spend our money f o r i t .
172 C > G(FRG) : Rough e s t i m a t i o n o f t h e r e t u r n on i n v e s t m e n t , i t s a y s i n one of my documents t h a t t h e i n v e s t m e n t would
173 C > G( STL ) : uh
174 C > G(OTH) : Oh
175 C > G(SUG) : w a i t ,
176 C > G( INF ) : u s a b i l i t y walk t h r o u g h , u s a b i l i t y t e s t , I found some th ing e l s e .
177 C > G( INF ) : D e s c r i p t i o n o f t h e u s a b i l i t y method .
178 B > A(SUG) : Can you t r y and t u r n i t up a l i t t l e ?
179 C > G(OTH) : Four t o e i g h t weeks and i t c o s t s a round depend ing on t h e s i z e and
180 C > G(OTH) : oh my god .
181 C > G( INF ) : I k ind o f found two d i f f e r e n t two d i f f e r e n t c o s t s .
182 A > C(SUG) : Lawrence , can you speak up a b i t ?
183 C > G( INF ) : So I need a l i t t l e b i t o f t ime t o s e e which one would a p p l y t o us .
184 C > G( STL ) : Um
185 D > A( ELI ) : What was i t made o f a g a i n ?
186 A > D( INF ) : I had r u b b e r .
187 D > A(CAU) : Rubber .
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188 C > (OTH) : So which i s t h e d i f f e r e n c e between u s e r walk t h r o u g h and and u s a b i l i t y t e s t ?
189 A > C(SUG) : Can you speak up a b i t Lawrence ?
190 C > A(ASS) : Of c o u r s e o f c o u r s e ,
191 C > G(SUG) : one minu te
192 C > G( INF ) : I ’m j u s t mumbling i n o r d e r t o t o c o n v i n c e my se l f and t o u n d e r s t a n d w h a t e v e r i s t h e d i f f e r e n c e between u s e r walk t h r o u g h and

u s a b i l i t y t e s t .
193 D > A(SUG) : Can I ho ld i t f o r a w h i l e ?
194 D > A(SUG) : Can I ho ld i t f o r a w h i l e ?
195 C > G(CAU) : Oh r i g h t ,
196 C > G( INF ) : so t h e r e we go .
197 C > G( STL ) : We have two ways
198 C > G( INF ) : we have two ways o f o f do ing our our t e s t ,
199 C > G( INF ) : one would be u s e r walk t h r o u g h ,
200 C > G( INF ) : which would mean t h a t some u s e r s would would would go t h r o u g h t h e programme wi th wi th an e x p e r t
201 C > G( INF ) : o r we can go i n t h e u s a b i l i t y t e s t ,
202 C > G( INF ) : which would mean p r o b a b l y t h a t a bunch of p e o p l e would j u s t t e s t our our p r o d u c t ,
203 C > G( INF ) : and we have two d i f f e r e n t t y p e s o f c o s t s
204 C > G(OFF ) : which I am going t o s t a t e i n a moment
205 C > G( INF ) : f o r t h e u s e r walk t h r o u g h , t h e c o s t a s I have t o l d you would be between f i f t e e n t h o u s a n d and t h i r t y t h o u s a n d e u r o s
206 C > G( STL ) : and i t would t a k e a round um from
207 C > G( INF ) : i t would t a k e from t h r e e t o s i x weeks ,
208 C > G( INF ) : and f o r t h e u s a b i l i t y t e s t i t would t a k e from f o u r t o e i g h t weeks
209 C > G( INF ) : and i t would c o s t us a round t h i r t y t h o u s a n d t o f i f t y t h o u s a n d e u r o s .
210 C > G( STL ) : Now
211 C > G(SUG) : I would say t h a t i t would be b e t t e r f o r us t o go t h r o u g h t o t a k e maybe uh t o choose t h e u s e r walk− t h r o u g h
212 C > G( INF ) : b e c a u s e t h e n I t h i n k t h a t an exp i f an e x p e r t would go wi th you t h r o u g h t h e p r o d u c t , he has b e t t e r c h a n c e s o f p o i n t i n g some p a r t s

t h a t you might a c t u a l l y miss o t h e r w i s e .
213 C > G( STL ) : What e l s e ,
214 C > G(FRG) : r e t u r n on t h e i n v e s t m e n t , I ’ ve r e a d t h a t l e t me s e e h e r e
215 C > G(OTH) : Techno t a tum tum tum tum tum tum tum .
216 C > G( INF ) : Oh e x p e r t r e v i e w ,
217 C > G( STL ) : w a i t
218 C > G( INF ) : we have a c t u a l l y t h r e e ways o f do ing our u s a b i l i t y t e s t .
219 C > G( INF ) : The e x p e r t r e v i e w would t a k e from one t o f o u r weeks
220 C > G( INF ) : and i t would c o s t us between f i v e t h o u s a n d and tw en t y t h o u s a n d e u r o s .
221 C > G(ASS) : I n t e r e s t i n g .
222 C > G(OTH) : Le t me s e e , can I go back home , yep I can .
223 C > G( STL ) : So
224 C > G( INF ) : r e c e n t r e s e a r c h shows t h a t i n v e s t i n g i n u s e r c e n t r e d d e s i g n has a r e t u r n o f i n v e s t m e n t s i n a b o u t f i f t y days .
225 C > G( INF ) : U s a b i l i t y h e l p s t o e x t e n d t h e u s e r group and t o r e a l i z e a c c e s s i b i l i t y f o r d i f f e r e n t u s e r s .
226 C > G( STL ) : R i g h t , so
227 C > G(SUG) : I ’ d say t h a t we s h o u l d go s t i l l f o r u s e r walk t h r o u g h where where normal p e o p l e would would j u s t t e s t our our a p p l i c a t i o n , our

remote c o n t r o l .
228 C > G( INF ) : And t h e r e v t h e i n v e s t m e n t a s t h e y say i t would go back t o us i n f i f t y days ,
229 C > G( STL ) : um
230 C > G( ELI ) : why t o h i r e T .N.O. ,
231 C > G( INF ) : I say t h a t we s h o u l d h i r e them b e c a u s e t h e y have a showcase uh an i n t e r e s t i n g showcase I might say .
232 C > G( STL ) : Um
233 C > G( INF ) : c l i e n t s we have worked wi th f o r t h e l a s t few y e a r s i n c l u d e government agency , p u b l i c p u b l i c s a f e t y , s p a c e e d u c a t i o n , mobi le

o p e r a t o r s , I . T . companies , r e s e a r c h and s t a n d a r d i s a t i o n ,
234 C > G( STL ) : so
235 C > G( INF ) : b e c a u s e t h e y t h e y worked wi th a l a r g e poo l o f p e o p l e
236 C > G(SUG) : I t h i n k t h a t we t h e y would be s u i t a b l e f o r us .
237 C > G( INF ) : Because a f t e r a l l , we a r e a ve ry d i v e r s e company who p r o d u c e s c o f f e e machines and remote c o n t r o l s and l o t s o f t h i n g s i n t h e same

t ime .
238 A > G(BCK) : A l r i g h t .
239 C > G( INF ) : Th i s would be i t I would say .
240 A > C(CAU) : Okay .
241 C > G(ELC) : I s t h e i n f o r m a t i o n c l e a r ,
242 C > G( STL ) : so l e t me
243 C > A(OFF) : l e t me make a s h o r t r e v i e w o u t o f i t .
244 C > G( INF ) : We have t h r e e ways o f do ing our t e s t i n g ,
245 C > G( INF ) : which would be e x p e r t r e v i e w , u s e r walk t h r o u g h or u s a b i l i t y t e s t .
246 C > G( INF ) : Both have i n c r e a s e d t h e bo th i n c r e a s i n g c o s t s i n t h e same uh o r d e r a s I have s t a t e d them ,
247 C > G( INF ) : and t h e y bo th i n c r e a s e i n i n l e n g t h o f t h e t ime i n t h e same o r d e r t h a t I s t a t e d them .
248 C > G( INF ) : The i n v e s t m e n t would go back t o us i n f i f t y days ,
249 C > G(FRG) : u s a b i l i t y t e s t i n g i s um
250 C > G( INF ) : t h e u s a b i l i t y i n g e n e r a l i s d e f i n e d as t h e e f f e c t i v e n e s s , e f f i c i e n c y and s a t i s f a c t i o n wi th which s p e c i f i c u s e r s a c h i e v e s p e c i f i c

g o a l s i n um s p e c i f i c c o n t e x t .
251 C > G(ASS) : I don ’ t t h i n k t h a t I worry t o h i r e T .N.O. ,
252 C > G( STL ) : yeah
253 C > G( INF ) : I ’ ve t o u c h e d t h a t why we s h o u l d h i r e t h i s company
254 C > G( INF ) : b e c a u s e i t has a l a r g e p o r t f o l i o .
255 B > C(CAU) : Okay .
256 A > C(CAU) : A l r i g h t ,
257 A > C(BEP) : t h a n k you .
258 C > G(ELC) : Any q u e s t i o n s ?
259 A > G( STL ) : O uh
260 C > G(ELC) : C l e a r a s c r y s t a l ?
261 A > C(CAU) : i t ’ s good .
262 A > C(BEP) : Tha t was good .
263 C > A(CAU) : Okay .
264 A > C( ELI ) : Okay ?
265 C > A( INF ) : Okay .
266 D > G( STL ) : Um
267 B > G( STL ) : So
268 B > G( INF ) : e v a l u a t i o n by t h e m a r k e t i n g e x p e r t .
269 D > B(ASS) : Yep ,
270 D > A( ELI ) : and where i s my p r e s e n t a t i o n ?
271 A > D( INF ) : I s i t s aved i n h e r e ?
272 A > D(SUG) : Give me two s e c o n d s .
273 D > G( STL ) : So
274 D > G(OTH) : Oh .
275 A > D( ELI ) : What ’ s i t c a l l e d ?
276 D > A( INF ) : E v a l u a t i o n .
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277 D > G( STL ) : Okay so um
278 D > G( INF ) : I p i c k e d o u t t h e most i m p o r t a n t f e a t u r e s
279 D > G( INF ) : and we a l l s h o u l d uh g i v e e v a l u a t i o n a c c o r d i n g t o them .
280 D > G( INF ) : And now t h e c r i t e r i u m .
281 D > G( INF ) : Fancy look and f e e l , we have t o k ind of v o t e f o r t h i s f e a t u r e o f our p r o d u c t ,
282 D > G(OFF) : and maybe I ’ l l I ’ l l t y p e
283 D > G( STL ) : So
284 D > G(ELA) : f a n c y look and f e e l .
285 A > G(FRG) : I would say
286 D > G(ASS) : I ’m seven .
287 A > G(ASS) : I ’ l l be a b i t more o p t i m i s t i c and say a two o u t o f t h r e e .
288 A > G(ASS) : I t h i n k i t does have a f a n c y b u t we ’ r e n o t a s f a n c y as we would have l i k e d .
289 D > G(CAU) : Oh
290 D > G( STL ) : i t was ,
291 D > G( STL ) : okay ,
292 D > G(ASS) : one .
293 B > D(CAU) : R i g h t .
294 D > G( INF ) : I mixed them up .
295 A > G( STL ) : No
296 A > G(FRG) : I do
297 A > G(ASS) : I t h i n k i t ’ s n o t a s f a n c y or as s o p h i s t i c a t e d as we would have l i k e d i t t o be , b u t f o r t h e c o s t I s t i l l i t ’ s come o u t f a i r l y

f a n c y ,
298 A > G(ASS) : I would g i v e i t a two or a t h r e e .
299 B > G( STL ) : Yeah
300 B > G(ASS) : I t h i n k um I ’ d go f o r a t h r e e ,
301 B > G( INF ) : and t h e on ly r e a s o n we didn ’ t a c h i e v e h i g h e r was you know due t o f i n a n c i a l c o n s t r a i n t s .
302 A > G(BCK) : Mm−hmm .
303 C > G(ASS) : I a g r e e .
304 C > G( STL ) :
305 A > G( STL ) : A l r i g h t .
306 B > C( INF ) : You a g r e e .
307 B > G( INF ) : A t h r e e as w e l l t h e n .
308 D > G( STL ) : So ,
309 D > G( INF ) : t h r e e .
310 A > G( STL ) : Um mov
311 A > D(SUG) : moving s w i f t l y on ,
312 A > D( INF ) : ’ c a u s e we ’ ve g o t t e n m i n u t e s .
313 D > A(ASS) : Okay
314 D > G(FRG) : y you was t e n ,
315 D > G( STL ) : uh
316 D > A( INF ) : you was two ,
317 D > A(ELA) : r i g h t ?
318 A > D(ASS) : I say two or t h r e e .
319 D > A(CAU) : Two , okay .
320 B > G(FRG) :
321 D > G( STL ) : So ,
322 D > G(ELA) : shape .
323 A > G(FRG) : I t h i n k t h i s i s gonna
324 A > G( INF ) : I t h i n k t h e shape w i l l g e t i t a l o t o f a t t e n t i o n , whe the r i t ’ s p o s i t i v e o r n e g a t i v e , I t h i n k i t w i l l d e f i n i t e l y make i t s t a n d

o u t .
325 B > A(ASS) : Yeah .
326 A > G(ASS) : I ’ d go f o r a one .
327 D > A(ASS) : Yeah .
328 B > G( INF ) : I t h i n k we ’ r e a l l a g r e e d ,
329 D > B(ELA) : You ?
330 B > G(ASS) : yeah , one as w e l l .
331 D > C(ELA) : Lawrence ?
332 C > D(ELC) : S o r r y ?
333 C > G( INF ) : I ’m working on my r e p o r t .
334 D > C( INF ) : The shape .
335 C > D(CAU) : Shape ,
336 C > D( ELI ) : what a b o u t t h e shape ?
337 A > G(FRG) : There ’ s a good
338 D > C(ELA) : How w i l l you e v a l u a t e i t ?
339 C > G(BEP) : S o r r y ,
340 C > G(CAU) : I couldn ’ t u n d e r s t a n d any of you .
341 D > C(ELA) : How w i l l you e v a l u a t e t h e shape ?
342 D > C( INF ) : True f a l s e f a l s e , you have s c a l e from one t o seven , one i s t r u e .
343 D > G( INF ) : You can s e e i t a c t u a l l y .
344 C > G( STL ) : Wait w a i t w a i t ,
345 C > D(CAU) : I can ’ t u n d e r s t a n d t h e i d e a .
346 C > D( ELI ) : What do I have t o do now t o e v a l u a t e ?
347 A > G(FRG) : I t i s t h e
348 D > C( INF ) : We a r e e v a l u a t i n g t h e p r o j e c t ,
349 D > C( INF ) : and e v e r y o n e of us s h o u l d g i v e h i s e v a l u a t i o n a c c o r d i n g t o t h e c r i t e r i a s I have g i v e n .
350 C > G( STL ) : Well r i g h t ,
351 C > D( INF ) : I k ind o f missed t h e c c r i t e r i a s .
352 D > C(ELA) : So what ’ s y o u r s ?
353 A > C(ELA) : Do you t h i n k t h e shape was good ?
354 D > G(BCK) : Shape , yeah .
355 A > C( INF ) : One f o r ve ry good , seven f o r ve ry bad .
356 C > A(CAU) : One f o r t h e ve ry good .
357 D > G(BCK) : Yeah .
358 B > G(CAU) : Okay .
359 A > C(BEP) : Thank you .
360 D > G( STL ) : Okay ,
361 D > G( INF ) : n e x t one .
362 D > G(ELA) : Theme
363 A > G(FRG) :
364 D > G(FRG) : i s yeah i s t h e theme
365 B > G( STL ) : Oh
366 B > G( INF ) : i t d idn ’ t r e a l l y f o l l o w on to t h e f r u i t and v e g e t a b l e theme ve ry much ,
367 B > G( INF ) : t h e y say i t might look v a g u e l y o r g a n i c
368 B > G(ASS) : so I ’ d say a f o u r a t b e s t .
369 A > B(ASS) : Yeah , f o u r .
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370 D > G(SUG) : And ca can we j u s t model t h e o u t s i d e t o be wi th f r u i t and v e g e t a b l e s ?
371 B > D(ASS) : Yeah we c o u l d have t h e c a s i n g you know adorned wi th p i c t u r e s o f f r u i t o r v e g e t a b l e s .
372 D > G( STL ) : Yeah
373 D > G(FRG) : maybe d d i f f e r e n t d i f f e r e n t uh
374 A > G( STL ) : We
375 A > D(SUG) : we ’ l l g e t t o t h a t i n t h e t h e d e s i g n ,
376 D > G(FRG) :
377 A > D( INF ) : b u t a t t h e moment I t h i n k we have t o go f o r a f o u r .
378 D > G( STL ) : Okay
379 D > G(FRG) : a t t h e moment ,
380 D > B(ELA) : so you ’ r e f o u r ?
381 B > D(ASS) : Yeah .
382 A > D(ASS) : I ’m a f o u r .
383 D > G(OTH) : Four f o u r .
384 A > C(ELA) : Lawrence ?
385 C > A( ELI ) : For what ?
386 D > C( INF ) : For theme .
387 A > C(ELA) : P i ck a number .
388 B > G(FRG) :
389 D > G(FRG) :
390 C > G( ELI ) : A number f o r what ? Which s e c t i o n ?
391 A > C( INF ) : For t h e theme .
392 D > G( STL ) :
393 C > A(CAU) : Theme ,
394 C > G( STL ) : mm . I
395 C > G(ASS) : I ’ d say we s h o u l d go f o r two .
396 A > G(BCK) : Two .
397 C > G(ASS) : I t ’ s a ve ry good theme . I l i k e i t .
398 D > G(BCK) : Two .
399 B > G(FRG) :
400 D > G( STL ) : Okay ,
401 D > G( INF ) : n e x t one i s m a t e r i a l .
402 D > G( ELI ) : Do you t h i n k r u b b e r w i l l s a t i s f y t h e p u b l i c ’ s f e e l i n g o f sponge ?
403 A > D( INF ) : Yeah .
404 B > G( STL ) : Uh
405 B > D( INF ) : yeah I t h i n k i t ’ l l s a t i s f y what you know t h e t r e n d i s supposed t o be ,
406 B > D(ASS) : I t h i n k i t ’ s gonna be a a one i n t h a t r e s p e c t .
407 D > G(BCK) : Yeah .
408 C > G(ASS) : A one i n d e e d .
409 D > G(ASS) : One f o r a l l o f us .
410 D > G(ELA) : Then easy t o use ?
411 D > G(ASS) : D e f i n i t e l y .
412 B > D(ASS) : I t h i n k yeah , an a n o t h e r one ,
413 D > C(ELA) : Lawrence ?
414 C > D(ASS) : One i n d e e d .
415 D > C(CAU) : Okay .
416 D > G(ELA) : Less t ime t o l e a r n how t o use i t ?
417 A > D(ASS) : Yeah .
418 B > G( STL ) : Um
419 B > G(ASS) : I t h i n k j u s t b e c a u s e i t has two d i f f e r e n t d i s p l a y s , i t might p u t p e o p l e o f f a l i t t l e b i t ,
420 B > G( INF ) : b u t uh i t ’ s q u i t e b a s i c ,
421 D > B(ASS) : Yeah
422 D > B(ASS) : b u t f o r t h e b a s i c one i t ’ s
423 B > D(ASS) : yeah ,
424 B > G( STL ) : I t h i n k
425 B > G(ASS) : I t h i n k a two I ’ d say .
426 C > G( STL ) : Um
427 C > G(SUG) : we s h o u l d s t o p f o r a moment ,
428 D > G(BCK) : Yeah .
429 C > G( INF ) : I ’m h av in g a b i g work load .
430 C > G(SUG) : Wait ,
431 C > G( INF ) : I won ’ t be a b l e t o f o l l o w you .
432 C > G(SUG) : So i f you can c a r r y on w i t h o u t me i t ’ s okay ,
433 C > G( INF ) : i f n o t I need t o go t h r o u g h my my new e m a i l .
434 A > C(ASS) : A l r i g h t .
435 B > C(ASS) : Okay .
436 C > G( STL ) : So um say t h e t
437 D > G( STL ) : Okay
438 D > G(FRG) : we need your
439 C > G(SUG) : say uh f a s t what e l s e I have t o choose
440 C > G(OFF) : and I ’m go ing t o say them f a s t
441 C > G(SUG) : and you can d i s c u s s them between you .
442 D > C(ASS) : Okay
443 D > G( STL ) : w
444 D > G(OFF) : we can do t h i s f a s t e r ,
445 D > C(ELA) : so l e s s t ime t o l e a r n how t o use i t , what ’ s your o p i n i o n ?
446 C > G( STL ) : Okay
447 C > D(ASS) : one .
448 D > C(CAU) : One .
449 D > C(ELA) : And t h e n a c c e s s i b l e i n t h e da rk and i f you have l o s t i t .
450 C > D(ASS) : Two .
451 A > D(ASS) : Go f o r a f o u r .
452 D > G( STL ) : Okay .
453 D > A(ELA) : You ?
454 A > D(ASS) : Four .
455 D > A( INF ) : Four .
456 B > G( STL ) : Uh
457 B > D(ASS) : t h r e e .
458 D > G( STL ) : Um
459 D > G(ELA) : a p p e a l t o p e o p l e below f o r t y and c o s t , t w e l v e p o i n t f i v e .
460 A > D(ASS) : Two .
461 B > G( STL ) : Uh
462 B > D(ASS) : I ’ d go f o r one .
463 C > D(CAU) : Appea l ing t o p e o p l e t o do what ?
464 D > C(ELA) : Lawrence ?
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465 D > C( INF ) : Appeal t o p e o p l e below f o r t y y e a r s o l d , and t h e c o s t .
466 C > D(CAU) : Yep
467 C > D(ASS) : one , one .
468 D > G( STL ) : Okay , so
469 D > B(ELA) : what was y o u r s a b o u t
470 D > G( STL ) : um
471 B > G(FRG) : so I was
472 B > D(ASS) : I was s a y i n g two .
473 D > B(ELA) : Less t ime ,
474 B > D(CAU) : Yeah ,
475 B > D(ASS) : two .
476 D > A(ELA) : and you ?
477 A > G( STL ) : Uh
478 A > D(ASS) : one .
479 B > G(BCK) : R i g h t .
480 D > G( STL ) : Okay so
481 D > G(FRG) : now a c c o r d i n g t o t o t h i s , I t h i n k we c o u l d
482 C > G(SUG) : Wait w a i t w a i t .
483 C > G( INF ) : Accord ing t o my e m a i l we j u s t d i s c o v e r e d some th ing m i r a c u l o u s l y i n t e r e s t i n g .
484 C > G( STL ) : Uh
485 C > G(OFF ) : I am go ing t o b r i e f l y r e a d t h e i m p o r t a n t p a r t ,
486 C > G(FRG) : t h e i n n o v a t i v e i n t e r f a c e component ’ s a c o l o u r t o u c h d i s p l a y .
487 D > G( INF ) : I have e m a i l a s w e l l .
488 C > G( STL ) : Um
489 C > G( BEP) : S o r r y ,
490 C > G( INF ) : a t o u c h c o l o u r d i s p l a y measures f o r ove r s i x c e n t i m e t r e s
491 C > G( INF ) : and has a r e s o l u t i o n s o f which i s s u f f i c i e n t f o r tw en t y f o u r i c o n s .
492 C > G( STL ) : Uh
493 C > G( INF ) : t h e i d e a i s t h a t t h e p r o d u c t i o n c o s t s a r e on ly t h r e e e u r o s ,
494 C > G(FRG) : and i t m
495 C > G( INF ) : you can i n c o r p o r a t e i t i n any of our c u r r e n t p r o j e c t s .
496 C > G(ELA) : Should we go f o r i t ? The new t o u c h c o l o u r d i s p l a y s c r e e n , which seems t o be i n t e r e s t i n g .
497 C > G( ELI ) : How much a r e we pay in g f o r t h e o l d one ?
498 A > C( INF ) : Three e u r o s .
499 D > A(CAU) : Three e u r o s , f o r what ?
500 C > G( STL ) : Well ,
501 C > G(FRG) : t h i s one a t l e a s t has
502 A > D( INF ) : L . C .D. d i s p l a y .
503 D > A(CAU) : Oh .
504 C > G( INF ) : t h i s one p r o b a b l y has more i n t e r e s t i n g f e a t u r e s .
505 C > G(ASS) : So I t h i n k we s h o u l d change i t .
506 B > C(ASS) : Yeah .
507 A > C(ASS) : Yep .
508 B > C(ASS) : Let ’ s jump on t h e bandwagon .
509 D > G( STL ) : Um I
510 D > G( INF ) : I have a ma i l f o r r e l e a s e o f new u s e r i n t e r f a c e component ,
511 A > D(CAU) : Yeah ,
512 A > D( INF ) : t h a t ’ s what we were j u s t t a l k i n g a b o u t .
513 B > D(CAU) : Yeah .
514 D > G(FRG) : he j u s t
515 D > G(BCK) : yeah .
516 A > G( STL ) : Okay .
517 A > D(SUG) : Move on to t h e n e x t
518 A > D(SUG) : keep go ing .
519 B > A(ASS) : Yep , okay .
520 A > G( INF ) : S ix m i n u t e s .
521 A > D(SUG) : Keep go ing .
522 D > G( STL ) : Uh f o r uh yeah , so now uh we
523 D > G(ELO) : we might want t o change t h e s e numbers , I mean t o change some th ing i n our p r o d u c t so t h a t we c o u l d have a l l ones , o r a t l e a s t two

.
524 B > G(FRG) :
525 A > G( STL ) : Well
526 A > G(FRG) : we ’ l l g e t t o t h a t a t t h e
527 A > D( INF ) : t h e r e ’ s a s t a g e f o r r e f i n i n g t h a t .
528 A > D( INF ) : So t h i s i s our e v a l u a t i o n o f t h e c u r r e n t one ,
529 B > G(BCK) : Yeah .
530 A > D(SUG) : and when we g e t t o t h e r e f i n i n g s t a g e we ’ l l t h i n k a b o u t how t o change i t .
531 A > G( STL ) : So
532 D > A(ASS) : Mm−hmm ,
533 A > D( ELI ) : i t t h a t t h e end of your p r e s e n t a t i o n ?
534 D > A( INF ) : yeah t h a t ’ s t h a t ’ s a l l .
535 B > D(CAU) : You ’ ve done i t a l l , okay .
536 A > G( STL ) : So
537 A > G(OTH) : Uh no what a r e you do ing ? Don ’ t want you , go away .
538 A > G(OTH) : f i v e .
539 A > G( INF ) : P r o j e c t manager ’ s f i n a n c e p r e s e n t a t i o n .
540 B > A( INF ) : Tha t would be you .
541 A > G(BEP) : Ooh , t h i s ’ l l be fun .
542 A > G(OFF) : show you our f i n a n c e s .
543 A > G( INF ) : Our f i n a n c e s , u s i n g t h e b a t t e r y wi th t h e advanced c h i p , t h e s i n g l e c u r ve d , t h e r u b b e r , and t h e L . C .D. d i s p l a y which we ’ l l now

r e p l a c e wi th t h e new uh t o u c h c o l o u r d i s p l a y , g i v e s us an o v e r a l l t o t a l o f t w e l v e e u r o s , k e e p i n g us z e r o p o i n t f i v e e u r o s u n d e r n e a t h
t h e p r o d u c t i o n t h e maximum p r o d u c t i o n c o s t .

544 A > G( INF ) : T h e r e f o r e c r e a t i n g p r o f i t s o f t h i r t e e n e u r o s f o r e v e r y u n i t s o l d .
545 D > A(ASS) : Good .
546 B > G(ASS) : Tha t l o o k s good t o me .
547 A > G(BCK) : A l r i g h t .
548 B > G( INF ) : We even have h a l f a eu ro t o s p a r e .
549 A > G( STL ) : Uh
550 D > G(ASS) : Mm−hmm .
551 A > G(FRG) : i t means t h a t
552 A > G(SUG) : i f you ho ld on a second
553 A > G(OFF) : w h i l e I and g e t t h e c a l c u l a t o r ,
554 A > G( INF ) : t h e n we can e a r n f i f t y t h o u s a n d f i f t y m i l l i o n by s e l l i n g j u s t t h r e e m i l l i o n u n i t s .
555 D > G( STL ) : Mm so
556 B > A(ASS) : Very good .
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557 D > G(FRG) : make i t b e t t e r .
558 A > G( INF ) : So we ’ r e gonna r e a c h our t a r g e t by s e l l i n g j u s t unde r f o u r m i l l i o n u n i t s .
559 D > G(ELA) : Yeah .
560 D > A(CAU) : Mm−hmm ,
561 D > G(ASS) : so t h e p r o f i t s w i l l be good .
562 B > D(ASS) : Yeah .
563 A > D(ASS) : H o p e f u l l y .
564 D > G(BCK) : Yeah .
565 A > G( STL ) : Um
566 A > G(OTH) : where am I h e r e ,
567 A > G(FRG) : so i t needs .
568 A > G(OTH) : Come on .
569 D > A( ELI ) : I s t h i s a l l ?
570 A > G( INF ) : I didn ’ t mean t o h i t t h a t .
571 A > G( ELI ) : I s somebody e l s e on h e r e ?
572 A > G( ELI ) : Who c l o s e d p r e s e n t a t i o n one ?
573 B > A(CAU) : Oh .
574 D > A(CAU) : Mm−hmm .
575 B > G( STL ) : Um
576 A > G( INF ) : Somebody ’ s s h u t t i n g down e v e r y t h i n g .
577 B > G( STL ) : Okay ,
578 B > G(ASS) : t h a t ’ s odd .
579 B > G( INF ) : I ’ ve n o t t o u c h e d i t .
580 D > G(ASS) : Mm−hmm , me t o o .
581 A > G( INF ) : I l o s t a l l my f a n c y s t u f f .
582 C > G( ELI ) : Do we need t o do a n y t h i n g e l s e ?
583 A > G( STL ) : Um
584 A > G( INF ) : I t h i n k t h e r e was some th ing e l s e .
585 A > G(BEP) : Never t r u s t t e c h n o l o g y , i t a lways f a i l s you .
586 D > G(FRG) :
587 A > G( STL ) : Um
588 A > G( INF ) : p r o d u c t r e f i n e m e n t i f n e c e s s a r y , we ’ ve a l r e a d y s a i d we ’ r e gonna go f o r t h e c o l o u r t o u c h i n s t e a d o f t h e L . C .D. d i s p l a y .
589 D > A(ASS) : Yeah
590 D > G(FRG) : and h e r e f o r t h e s e t h i n g s .
591 A > B( ELI ) : Did you p r e s s some th ing ?
592 B > G(FRG) : I meant t o q u i t l uh
593 B > A( INF ) : I mean t o q u i t e t h e uh t h e L . C . view ,
594 B > A(BEP) : s o r r y .
595 B > G( STL ) : Um
596 B > A( INF ) : I wasn ’ t do ing i t l a s t t ime .
597 A > G( STL ) : Um so
598 B > A( INF ) : P r o d u c t r e f i n e m e n t .
599 A > G( INF ) : we g o t r i d o f t h e t i t a n i u m i n t h e d e s i g n t o save c o s t s ,
600 A > G( INF ) : g o t r i d o f t h e c o l o u r e d b u t t o n s t o save c o s t s ,
601 A > G( INF ) : though wi th t h e c o l o u r t o u c h d i s p l a y t h a t ’ s now i n c l u d e d .
602 A > G( STL ) : Uh
603 A > G(ELO) : i s any o t h e r p r o d u c t r e f i n e m e n t you t h i n k a r e n e c e s s a r y t o improve t h e p r o d u c t i v i t y ? To improve t h e a p p e a l o f our p r o d u c t .
604 D > A(SUG) : Maybe t h e team .
605 A > D(CAU) : Hmm ?
606 D > A( INF ) : The theme .
607 D > G( STL ) : We can
608 B > G(BCK) : Yeah .
609 A > G(FRG) : I f we add on t o t h e .
610 D > G(SUG) : we can make d i f f e r e n t uh d i f f e r e n t d e s i g n s o f d i f f e r e n t c o l o u r s and v e g e t a b l e s uh f r u i t s , I mean
611 B > G(BCK) : Mm .
612 A > D( INF ) : a e s t h e t i c l ook of t h e p r o d u c t .
613 C > G(BCK) : F r u i t s .
614 D > A(ASS) : Yeah
615 D > G( INF ) : l i k e uh l i k e G. S .M. s , t h e y have d i f f e r e n t
616 D > G( ELI ) : how do you c a l l i t ?
617 A > D( INF ) : Covers .
618 D > A(ASS) : Yeah ,
619 D > G(SUG) : so o u r s can have t h e same so i t c o u l d s u i t e v e r y t a s t e .
620 B > G(ASS) : Yeah , I t h i n k t h a t sounds l i k e a good i d e a .
621 A > D(ASS) : Yep .
622 A > G( STL ) : Okay ,
623 D > G(ASS) : Yeah ,
624 A > G(ELO) : a n y t h i n g e l s e ?
625 D > G( INF ) : so t h e y can choose t h a t a s w e l l .
626 D > G( STL ) : Um
627 D > G( INF ) : A c c e s s i b l e i n t h e da rk , we have f o u r t h r e e two t h r e e .
628 A > G( STL ) : Um
629 A > D(ASS) : t h e problem of t h a t i s i t would c o s t more t o do .
630 B > G(FRG) :
631 B > G(FRG) :
632 D > G(BCK) : Mm−hmm .
633 A > D( INF ) : So we ’ ve s o r t o f s a c r i f i c e d t h a t f u n c t i o n a l i t y i n t h e a t t e m p t t o keep t h e p r o d u c t i o n c o s t s low .
634 B > G(ASS) : I t h i n k t h a t g i v e n t h e r e a r e c o n s t r a i n t s we ’ ve a c h i e v e d q u i t e a l o t .
635 A > B(ASS) : Yeah .
636 B > G( STL ) : Um
637 D > B(ASS) : Yeah .
638 B > G( INF ) : good r a t i n g s i n most t h e c a t e g o r i e s .
639 A > G( STL ) : Okay .
640 D > B(ASS) : Yeah you ’ r e r i g h t .
641 A > G(BEP) : j u s t l e a v e t o say t h a n k you .
642 B > G(FRG) :
643 D > G( STL ) : Yeah .
644 B > G(FRG) :
645 D > A( ELI ) : How much t ime do we have ?
646 A > G( STL ) : Well
647 A > G(FRG) : we have
648 B > D( INF ) : Two m i n u t e s o r so .
649 A > B(ASS) : No
650 A > G( INF ) : we have twe n t y s e c o n d s .
651 B > A(CAU) : Uh okay .
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652 D > A(CAU) : Huh . Okay .
653 A > G( INF ) : That ’ s t h e mee t ing .
654 D > G(BEP) : So g r e a t j o b , .
655 A > G( STL ) : Um
656 D > G(ASS) : I r e a l l y buy w w i l l buy t h i s t h a t remote .
657 B > G(BCK) : Mm .
658 A > G( INF ) : I j u s t have t o do t h e p r o d u c t s p e c i f i c a t i o n r e p o r t .
659 A > G( INF ) : So t h i s won ’ t be f o r you two .
660 A > G(SUG) : S p e c i f y how i t works .
661 B > G( STL ) : Um
662 C > A(BEP) : For e v e r and e v e r .
663 B > C(BEP) : S o r r y .
664 B > C(ELO) : Do you wa do you wanna go wi th t h i s Lawrence ,
665 B > C(ELO) : o r s h a l l I ?
666 C > G( STL ) : Well ,
667 C > B(SUG) : i t ’ s your c h o i c e a f t e r a l l .
668 C > B( INF ) : You ’ r e t h e i n d u s t r i a l d e s i g n e r ,
669 C > B( INF ) : I ’m j u s t f o r u s e r i n t e r f a c e .
670 B > C(ASS) : Okay .
671 B > G( ELI ) : How does i t work ?
672 B > G( STL ) : Um yeah i t
673 B > G( INF ) : i t ’ s g o t an i n f r a r e d uh i n t e r f a c e , and uh wi th s o r r y i n f i n f r a r e d t o i n t e r f a c e wi th t h e T .V. and a t o u c h s c r e e n t o i n t e r f a c e wi th

t h e u s e r .
674 A > B(SUG) : C o n t i n u e .
675 B > G( STL ) : Uh
676 B > A(BEP) : s o r r y
677 B > G( STL ) : yeah
678 B > G( INF ) : i n f r a r e d i n t e r f a c e wi th t h e T .V. , t o u c h s c r e e n wi th t h e u s e r .
679 B > G( STL ) : Um
680 B > G( INF ) : and has t h e a b i l i t y t o change between two d i s p l a y s f o r bo th b a s i c and advanced c o n t r o l .
681 D > G(OTH) : D i g i t a l pages .
682 B > G( INF ) : I don ’ t t h i n k t h e r e ’ s any r e a l c a l l f o r a more t e c h n i c a l e x p l a n a t i o n ,
683 B > G(OFF) : and I don ’ t t h i n k I would g i v e one anyway .
684 C > G( STL ) : So
685 C > G(FRG) : from from my p o i n t o f view
686 A > B( INF ) : P r o v i d e a r g u m e n t a t i o n f o r t h e d e c i s i o n s t h a t have been made .
687 C > G(ELC) : Do you happen t o h e a r me ?
688 B > A(ASS) : Okay .
689 A > C(CAU) : Yeah we can s t i l l h e a r you .
690 C > A(CAU) : Oh okay .
691 C > G( INF ) : From my p o i n t o f view what I would add t o t h e i d e a i d e a s a l r e a d y ment ioned , i t would be t h e f a c t t h a t you c o u l d g i v e i t i t ’ s a

remote c o n t r o l t h a t you c o u l d look from two a p p r o a c h e s ,
692 C > G( INF ) : i t would be a s i m p l e one ,
693 C > G( INF ) : and j u s t by p r e s s i n g a b u t t o n you would g e t a um advanced u s e r remote c o n t r o l .
694 C > G( INF ) : So t h i s i s how i t would work .
695 C > G( STL ) : You ’ r e j u s t you ’ r e
696 C > G( INF ) : you would be a b l e t o a c c e s s your ve ry b a s i c f u n c t i o n s w i t h o u t do ing a n y t h i n g a t a l l , and w i t h o u t b e i n g d i s t r a c t e d by any o t h e r

c o m p l i c a t e d f u n c t i o n s ,
697 C > G( INF ) : and when needed you can you c o u l d a c c e s s them t h o s e as w e l l .
698 B > C(CAU) : Okay .
699 B > G(FRG) : So how would you s
700 B > A( ELI ) : what was t h e n e x t t h i n g ?
701 A > G( STL ) : Um
702 A > B( ELI ) : p r o v i d e a r g u m e n t a t i o n f o r t h e d e c i s i o n s t h a t you ’ ve made .
703 B > A(CAU) : Okay ,
704 B > G(FRG) : do you want
705 B > C(SUG) : Lawrence do you wanna c o v e r t h a t , p r o v i d e some a rgumen t s f o r t h e d e c i s i o n s t h a t were made , o r a r g u m e n t a t i o n ?
706 A > B(OFF) : I can s o r t o f g e t t h i s one done ,
707 A > B( INF ) : I ’m j u s t s o r t o f t y p i n g i t .
708 B > A(ASS) : Yeah , okay ,
709 B > G( STL ) : um
710 D > G( STL ) : Um
711 B > G( INF ) : what was t h e a r g u m e n t a t i o n , I don ’ t know .
712 C > G( STL ) : Well ,
713 C > G(SUG) : l e t ’ s t h i n k a l i t t l e b i t um which a r e t h e d e c i s i o n s f i r s t ?
714 D > G( STL ) : Well y y
715 D > A( INF ) : you s a i d i t when you were e x p l a i n i n g how t o how t o use i t .
716 B > G( STL ) : Yeah I mean ,
717 B > G(FRG) : t h e r e a s o n i n g beh in d i t was
718 C > D(ELC) : T s v e t a , do you h e a r me ?
719 D > C(CAU) : Yeah .
720 B > C(CAU) : Yep .
721 C > D(CAU) : Oh ,
722 C > D(ELC) : have you h e a r d me a few moments ago ?
723 A > G( STL ) : Mm
724 D > C(CAU) : No .
725 A > C(CAU) : no .
726 C > D(ASS) : Oddly enough .
727 C > D( INF ) : I ’ ve been s p e a k i n g u n t i l now .
728 C > G(FRG) : And p r o b a b l y you couldn ’ t
729 D > G( STL ) : Well
730 D > C(CAU) : I h e a r d t h a t you ’ l l be s p e a k i n g some th ing b u t I didn ’ t q u i t e h e a r d i t p r o p e r l y .
731 C > D(CAU) : Oh okay .
732 C > D(OFF) : Le t me go back ,
733 C > D( INF ) : I t h o u g h t t h a t i t might be a problem wi th t h e equ ipment o r who knows .
734 B > C(ASS) : No i t ’ s a l l working .
735 C > G( INF ) : So t h e i d e a i s uh we we need t o t o j u s t i f y our d e c i s i o n s
736 C > G(SUG) : b u t l e t ’ s t h i n k a t what d e c i s i o n a c t u a l l y we have t o j u s t i f y .
737 C > G( STL ) : We
738 C > G( INF ) : we gave up a t some b i t s and p i e c e s
739 C > G( INF ) : b e c a u s e we had t o , t h e c o s t s s a i d t h a t we we can ’ t a l l o w o u r s e l v e s t o spend more , t h e bu dg e t didn ’ t a l l o w us t o spend more .
740 C > G( ELI ) : What e l s e ?
741 A > G(ASS) : I ’ ve p u t down t h e b a s i c and advanced t h e b a s i c and advanced views a l l o w t h e d e v i c e t o c a t e r t o a g r e a t e r v a r i e t y o f p e o p l e .
742 A > G( INF ) : The o r i g i n a l t i t a n i u m d e s i g n was s a c r i f i c e d f o r c o s t a s was t h e v o i c e a c t i v a t i o n f e a t u r e .
743 B > G( STL ) : Okay , yeah um I t h i n k
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744 A > G( INF ) : I t h i n k t h a t ’ s a s much as we need t o say t h e r e .
745 B > G(BCK) : Yeah .
746 A > G( STL ) : Um
747 A > G( ELI ) : components and look and f e e l . S p e c i f y a l l components , p r o p e r t i e s and m a t e r i a l s h e r e .
748 B > G( STL ) : Okay so
749 B > G( INF ) : t h e components we have a r e um t h e r u b b e r c a s i n g .
750 B > G( STL ) : Um
751 D > G( INF ) : L . C .D. L . C .D. ?
752 C > G( INF ) : L . C .D. s c r e e n .
753 B > D(ASS) : Yeah t h e L . C .D. t o u c h s c r e e n ,
754 A > G( INF ) : Colour t o u c h s c r e e n .
755 B > G( STL ) : so
756 B > A(ASS ) : yeah t h e c o l o u r t o u c h s c r e e n .
757 D > G( ELI ) : And what i s t h i s um i n n o v a t i v e i n t e r f a c e component ?
758 A > D(CAU) : Mm ?
759 D > C( ELI ) : Lawrence ?
760 B > G( STL ) : That ’ s
761 B > D( INF ) : t h a t ’ s t h e c o l o u r t o u c h s c r e e n .
762 C > D( INF ) : That ’ s t h e c o l o u r s t o u c h s c r e e n t h a t I s a i d t h a t we s h o u l d i n c o r p o r a t e i t r a t h e r t h a n our o l d L . C .D. s c r e e n .
763 D > B(CAU) : The c o l o u r t o u c h
764 D > C(CAU) : Uh−huh .
765 B > G(BCK) : Yeah .
766 C > G( INF ) : So b a s i c a l l y we ’ r e g e t t i n g a t t h e same v a l u e a n o t h e r a n o t h e r s c r e e n
767 C > G(ASS) : which seems t o be b e t t e r t h a n our o l d c h o i c e .
768 D > G(BCK) : Mm−hmm .
769 B > G( INF ) : I t h i n k wi th our o r i g i n a l L . C .D. d i s c uh s c r e e n i t wasn ’ t t o u c h s c r e e n
770 B > G( INF ) : so we would have needed b u t t o n s as w e l l ,
771 B > G( STL ) : uh
772 B > G(ASS) : so i t ’ s l u c k y t h a t t h i s t h i n g came a l o n g
773 B > G( INF ) : ’ c a u s e o t h e r w i s e our p r o d u c t wouldn ’ t have been v i a b l e a t a l l .
774 A > B( ELI ) : D e s c r i b e t h e form , m a t e r i a l and c o l o u r o f t h e c a s e h e r e .
775 B > G( STL ) : Okay so i t ’ s a w e l l
776 B > G(OFF) : d e s c r i b e t h e form of i t .
777 B > G( INF ) : I t ’ s i n t h e shape o f a T . .
778 A > G( INF ) : A T . .
779 D > G( INF ) : T . ?
780 D > G( INF ) : Or maybe l i k e a t r e e ,
781 B > G(BCK) : Mm .
782 D > G(FRG) : b e c a u s e i t ’ s
783 A > G( STL ) : Well
784 A > D( INF ) : we ’ r e c a l l i n g i t t h e T−mote ,
785 B > A(ASS) : Yeah .
786 A > D(ASS) : so we ’ r e s a y i n g i t ’ s i n t h e shape o f a T . .
787 D > A(CAU) : T−mote .
788 B > G(FRG) : But wi th a more wi th
789 D > G(SUG) : Tr imo te ,
790 D > G(FRG) : o r
791 B > D(ASS) : oh yeah , c o u l d go f o r t h e theme .
792 D > G( INF ) : Because i t ’ s l i k e a t r e e
793 D > G(FRG) : and
794 A > G( INF ) : Tha t would i n v o l v e me go ing back and c h a n g i n g a l l t h e r e f e r e n c e s though .
795 B > A(ASS) : Uh n e v e r mind , doesn ’ t m a t t e r .
796 D > G(FRG) :
797 A > G(ASS) : I ’m t o o l a z y .
798 D > A(OFF) : Le t me do i t .
799 B > G( STL ) : Um yeah , so
800 B > G( INF ) : i n t h e shape o f a T . b u t w i th a more o r g a n i c more o r g a n i c f e e l uh l i k e n i n g i t t o our theme , our somewhere t r e e s .
801 B > G( STL ) : Um
802 A > G(FRG) : C a l l i t c h a n g i n g c a l l i t a v a i l a
803 A > G( INF ) : c o l o u r v a r i a n t depend ing on u s e r p r e f e r e n c e .
804 B > A(ASS) : Yeah .
805 A > G( ELI ) : P r o v i d e a r g u m e n t a t i o n f o r t h e d e c i s i o n s t h a t we made .
806 B > G( STL ) : Uh
807 B > A( INF ) : we were j u s t go ing by t h e marke t r e s e a r c h r e a l l y ,
808 B > G(ELA) : weren ’ t we ,
809 B > G( STL ) : and
810 A > B(ASS) : Yeah ,
811 A > G( INF ) : f o l l o w i n g marke t r e s e a r c h and making i t un iqu e .
812 D > G( INF ) : And e v a l u a t i o n c r i t e r i a s .
813 A > G( STL ) : We’ l l f o l l o w marke t we ’ l l say we ’ l l f o l l o w f o l l o w
814 A > G( INF ) : f o l l o w marke t r e s e a r c h wi th a view of making a un iqu e and
815 B > G( INF ) : I n n o v a t i v e p r o d u c t ,
816 A > B(ASS) : Yeah .
817 B > G(BCK) : mm .
818 C > G( INF ) : And a t t r a c t i v e .
819 D > G( INF ) : Maybe m a r k e t i n g s t r a t e g y , t r e n d s and u s e r r e q u i r e m e n t s .
820 B > G( STL ) : Well t h a t
821 B > D(ASS) : t h a t i s t h e marke t r e s e a r c h r e a l l y , I t h i n k ,
822 B > D(ELA) : i s n ’ t i t ?
823 D > B(ASS) : Market okay , yeah .
824 B > G(FRG) :
825 A > C( ELI ) : User i n t e r f a c e . D e s c r i b e t h e f u n c t i o n , p o s i t i o n , form , m a t e r i a l and c o l o u r o f t h e i n t e r f a c e e l e m e n t s h e r e .
826 C > G(BCK) : Yep .
827 B > A( INF ) : Uh we ’ ve a l r e a d y done t h i s .
828 C > G( STL ) : So
829 C > G( INF ) : p o s i t i o n s , uh c e n t r a l p o s i t i o n f o r t h e on and o f f b u t t o n , uh c o n v e n i e n t p o s i t i o n s f o r t h e o t h e r two b u t t o n s , and uh l e t ’ s s e e ,

b u t t o n p o s i t i o n s f o r t h e en e r gy l e v e l b u t t o n .
830 C > G( ELI ) : What e l s e do we have t h e r e ?
831 C > G( STL ) : Oh yeah ,
832 C > G(FRG) : t o p p o s i t i o n f o r t h e t o p ,
833 C > G(ASS) : no no no
834 C > G( INF ) : i t was s t i l l bo t tom ,
835 C > G( INF ) : bot tom p o s i t i o n f o r t h e e x t r a f u n c t i o n s b u t t o n as w e l l .
836 A > G( STL ) : ’Kay so
837 A > C( INF ) : a t t h e i n t e r f a c e c e n t r a l p o s i t i o n f o r t h e power b u t t o n and u n c l u t t e r e d look f o r t h e o t h e r f uh uh o t h e r b u t t o n s a v a i l a b l e .
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838 C > A(CAU) : S o r r y ?
839 A > C( INF ) : The i n t e r f a c e was d e s i g n e d wi th a c e n t r a l p o s i t i o n f o r t h e power b u t t o n , and an u n c l u t t e r e d d e s i g n f o r t h e o t h e r b u t t o n s p r e s e n t

on t h e b a s i c i n t e r f a c e .
840 C > A(ASS) : C l e a r l y , yep .
841 A > G( ELI ) : P r o v i d e a r g u m e n t a t i o n f o r d e c i s i o n s t h a t we made .
842 B > G( STL ) : Um
843 B > G(FRG) : a e s t h e t i c a l l y a p p e a l i n g , i t ’ s s
844 B > G( STL ) : yeah okay , so
845 B > A( INF ) : t h e d e c i s i o n o r w h a t e v e r , a e s t h e t i c a p p e a l .
846 A > B( INF ) : A e s t h e t i c a l l y a p p e a l i n g and s i m p l e t o use .
847 B > A(ASS) : Yeah .
848 A > G( ELI ) : C o s t s . S p e c i f y t h e c o m p o s i t i o n o f t h e p r o d u c t i o n c o s t s h e r e .
849 C > A( INF ) : We have them i n t h e t a b l e I t h i n k .
850 B > G(BCK) : Okay .
851 D > A( INF ) : Th i s i s t h e whole s p e c i f i c a t i o n o f t h e p r o d u c t ,
852 D > A(ELA) : r i g h t ?
853 A > D(ASS ) : Th i s i s t h e p r o d u c t s p e c i f i c a t i o n r e p o r t .
854 D > A(CAU) : Mm−hmm .
855 B > D(ASS ) : Yeah .
856 A > G( INF ) : t o t a l p r o d u c t i o n v a l u e , c o s t o f t w e l v e e u r o s .
857 B > A(ASS) : Of t w e l v e , yeah .
858 B > G(FRG) : Tw
859 B > G(BCK) : yeah
860 B > A( INF ) : f o u r .
861 B > A( INF ) : Twelve e u r o s , l e a v i n g t h i r t e e n e u r o s p r o f i t a t t h e i n t e n d e d s e l l i n g p r i c e o r some th ing .
862 B > G( INF ) : This ’ l l be our f i v e minu te warn ing .
863 D > B(ASS) : Yeah .
864 A > G( ELI ) : How come my one doesn ’ t beep ?
865 D > G(FRG) :
866 A > G( INF ) : Everybody e l s e ’ s beeps a p a r t from mine .
867 B > A(BEP) : I t ’ s b roken .
868 A > G(BEP) : I f e e l l e f t o u t .
869 B > A(OTH) : Oh .
870 C > G( INF ) : F ive m i n u t e s l e f t t o f i n i s h your mee t ing and your d e s i g n .
871 A > G( ELI ) : P r o v i d e a r g u m e n t a t i o n f o r t h e d e c i s i o n s t h a t have been made .
872 A > G( INF ) : The lower t h e c o s t t h e more p r o f i t s t h a t a r e made , t h e r e f o r e t h e q u i c k e r t h e t a r g e t s o f f i f t y m i l l i o n i s r e a c h e d .
873 B > G(BCK) : Mm ,
874 D > A(ASS) : Yeah .
875 B > A(ASS) : yeah .
876 B > A( INF ) : The h i g h e r t h e p r o f i t margin o r some th ing l i k e t h a t .
877 A > G( INF ) : But t h e p r o d u c t s h o u l d a l s o p o s s e s s i n n o v a t i v e innov s h o u l d a l s o be a p p e a l i n g t o p o t e n t i a l u s e r s .
878 B > A(ASS) : Yeah .
879 A > G( ELI ) : The marke t .
880 B > G( STL ) : Uh
881 B > G( INF ) : aimed a t young p e o p l e who a r e t r e n d y and c o o l and h i p .
882 D > G(FRG) :
883 B > G(FRG) :
884 D > G( INF ) : For p e o p l e unde r f o r t y ,
885 D > G(FRG) : o r
886 B > C(ASS) : Yeah , o r I I ’ d say under t h i r t y f i v e , even .
887 D > B(ASS) : Yeah .
888 A > G( INF ) : And t h e T−mote a r e t a r g e t e d a t young p e o p l e unde r f o r t y wi th a d v a n t a g e d f e a t u r e s
889 A > G(FRG) : and
890 A > G( ELI ) : I ’m t r y i n g t o t h i n k o f a word f o r t h e d e s i g n .
891 A > G( INF ) : Unusual d e s i g n .
892 C > A( INF ) : Unique maybe ? Almost ?
893 A > C(ASS) : Unique , yes .
894 A > G( INF ) : Unique d e s i g n .
895 A > G(FRG) : Th i s s h o u l d ape
896 A > G( INF ) : t h i s s h o u l d be found a p p e a l i n g t o t h e g e n e r a t i o n g e n e r a t i o n s l o o k i n g f o r c o o l and t e c h n i c a l l y t e c h n o l o g i c a l l y
897 B > G(BCK) : Yeah .
898 C > G(FRG) : F r i e n
899 D > G(FRG) : I n n o v a t i
900 C > A( INF ) : d e f i n i t e l y f r i e n d l y , t e c h n o l o g i c a l l y c u r i o u s .
901 A > G(BCK) : Yeah .
902 A > G( INF ) : I n n o v a t i v e . Technolog t e c h n o l o g i c a l l y i n n o v a t i v e .
903 B > G(OTH) : P r o d u c t
904 B > G( STL ) : um
905 A > D( INF ) : J u s t g r ab t h e r e s u l t s o f t h e p r o d u c t e v a l u a t i o n h e r e .
906 D > G(FRG) :
907 A > G( STL ) : So
908 A > D( ELI ) : was i t m os t l y i n t h e h igh end ?
909 D > A(CAU) : The p r o j e c t e v a l u a t i o n .
910 B > D( INF ) : Yeah .
911 D > G( STL ) : Uh
912 D > A( ELI ) : do I have t o c a l c u l a t e t h e o v e r a l l ?
913 B > D( INF ) : No , o o v e r a l l view .
914 A > D(SUG) : J u s t g i v e us a rough
915 D > G( STL ) : O v e r a l l .
916 D > G( STL ) : Mm
917 D > G( INF ) : Two maybe ,
918 D > G(FRG) : o r
919 B > D( INF ) : I t g e n e r a t e d c o n s i s t e n t you know c r e a s o n a b l y c o n s i s t e n t l y h igh r e s u l t s i n e v a l u a t i o n .
920 B > G( STL ) : Um
921 D > B( INF ) : Yeah , i f we e x c l u d e t h e
922 B > D( INF ) : The theme or w h a t e v e r i t was
923 D > G( STL ) : uh
924 D > B(ASS) : no no
925 B > D(ASS) : o r no
926 D > G(FRG) : t h we
927 B > G(FRG) : e
928 D > B( INF ) : We d e c i d e d some th ing f o r t h e theme ,
929 D > B(ELA) : r i g h t ?
930 D > B( INF ) : To be i n d i f f e r e n t d e s i g n ,
931 B > D(ASS) : Yeah , yeah , yeah .
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932 D > G( INF ) : so t h i s i s t h i s must be one ,
933 D > G(FRG) : and t h e n we have on ly a c c e s s i b l e uh
934 B > D( INF ) : I t wasn ’ t a b i l i t y t o f i n d i t i n t h e da rk o r when l o s t , t h a t ’ s t h e on ly o t h e r weak p o i n t .
935 D > B(ASS) : Yeah and i f you have l o s t i t ,
936 D > A(SUG) : so you can w r i t e t h a t on t h i s i s t h e low t h e l o w e s t mark
937 D > G(FRG) : b u t t h a t ’ s b e c a u s e
938 A > G( INF ) : Made a s a c r i f i c e .
939 B > G( INF ) : For p r a c t i c a l i t y . Or p r a c t i c a b i l i t y .
940 D > A(ASS) : Yeah .
941 D > B(ASS) : Yeah .
942 B > G(FRG) :
943 A > G( INF ) : Some had t o be i g n o r e d due t o t h e h igh p r o d u c t i o n c o s t s t h e y would i n c u r .
944 A > G( INF ) : Where p o s s i b l e t h e marke t r e s e a r c h was used t o d e f i n e d e f i n e a b e t t e r p r o d u c t f o r our t a r g e t group .
945 B > G( STL ) : Um yeah
946 B > A(ASS) : maybe d e t e r m i n e i n s t e a d o f d e f i n e .
947 B > A(ASS) : I don ’ t know ,
948 B > A( INF ) : n i t p i c k i n g r e a l l y .
949 A > G(OTH) : I wasn ’ t I didn ’ t l i k e d e f i n e
950 D > G( INF ) : And maybe i f we had t o p roduce a p r o d u c t t h a t c o s t s a l i t t l e b i t more , we c o u l d add t h i s f e a t u r e .
951 B > D(ASS) : Yeah . With a h i g h e r bud ge t we ’ d be a b l e t o accommodate more o f t h e t h i n g s .
952 D > B(ASS) : Yeah .
953 B > G( INF ) : Tha t must be them t e l l i n g us t o s t o p .
954 D > G(ASS) : Yeah . Due t o t ime r e s t r i c t i o n s
955 D > G( INF ) : Save e v e r y t h i n g , yeah save i t .
956 A > G( STL ) : Uh
957 A > G( INF ) : I f i n i s h e d i t .
958 D > A( INF ) : P r o j e c t manager , p l e a s e f i n i s h t h e p r o d u c t s p e c i f i c a t i o n w i t h i n t e n m i n u t e s .
959 A > D( INF ) : We j u s t f i n i s h e d i t .
960 D > A(CAU) : Okay .
961 A > G( INF ) : And I t h i n k t h a t ’ s e v e r y t h i n g saved .
962 D > G( INF ) : Save i t i n t h e s h a r e d p r o j e c t f o l d e r .
963 D > A(SUG) : But you can change T . t o t r i , come on .
964 A > D(ASS) : I can l i v e w i t h o u t c h a n g i n g T−mote t o Tr imo te .
965 D > A( ELI ) : Why n o t ?
966 C > G( STL ) : Okay ,
967 C > G( INF ) : I ’m hang ing up .
968 D > A(OFF) : I can do i t .
969 A > G( INF ) : That ’ s us done .
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Appendix B

What follows is an abstract from the AMI Dialogue Act Annotation Guidelines, focussing
on the description of eliciting acts. The complete guide gives instructions for the following
tasks

• Dialogue act segmentation and dialogue act labeling.
• Adjacency pair annotation: for example question answer relations.
• Addressing: who the speaker is talking to.
• Reflexivity: if the act is on task or about the communication or it’s organisation.

The annotation schema distinguishes four different subtypes of elicit acts.

Elicit Acts in the AMI Dialogue Act Annotation Schema

Three classes of acts are distinguished that have their own associated types of eliciting
acts:

1. Acts about information exchange: ELICIT-INFORM
2. Acts about possible actions: ELICIT-OFFER-OR-SUGGESTION
3. Acts that comment on the previous discussion: ELICIT-COMMENT-ABOUT-

UNDERSTANDING and ELICIT-ASSESSMENT.

Acts about information exchange

Acts in this category can either express information or attempt to elicit information from
others.

The ELICIT-INFORM act is used by a speaker to request that someone else give some
information. The act doesn’t have to make clear who is meant to give the information.

Example 1
UI any of these things we need to address in the next meeting | or should

we at least set some basic things that we need to prepare for
PM YEP SO MARK ARE THERE ANY CONSTRAINTS OR INFORMA-

TION FROM THE MARKETING SIDE | I mean | WHAT SORT OF
WHAT SORTA PRODUCT ARE WE ENVIGIT- ENVISAGING

ME well I think from the research that we’ve done so far what we would uh
what we would like to have is something that would work for a variety
of different devices but still maintaining simplicity

Example 2

AMIDA D1.3: page 91 of 100



D1.3 Analysing Meetings

PM ...DO YOU HAVE ANY OTHER INFORMATION FOR US AT THIS
STAGE

ME no
PM no, okay

Acts about possible actions

This group of act classes is about expressing possible actions that the group, some indi-
vidual in the group, or some person or group in the wider environment could do, such as
the person running the recording equipment or people from the organization to which the
group belongs (e.g. for the remote control design teams, researchers from the marketing
department).

In a SUGGEST, the speaker expresses an intention relating to the actions of another indi-
vidual, the group as a whole, or a group in the wider environment. Sometimes, SUGGEST
can take the form of a question, especially when the speaker is not sure that the group will
accept the idea or suggestion.

In an OFFER, the speaker expresses an intention relating to his or her own actions.

In a ELICIT-OFFER-OR-SUGGESTION, the speaker expresses a desire for someone to
make an offer or suggestion. This can either be about something specific or a more general
attempt to elicit an act about a possible action, such as “What should we do next?”

Example 3
... the group discuss a range of features and try to see whether there are
any further ideas...

ID Should we maybe make a decision about what features we actually want
to include, ’cause we’ve thrown a lot of features onto the table, but

PM Yeah.
ID Do we actually want to incorporate all of them | OR HAVE WE

MISSED ANYTHING?

Example 4
UI YOU NEED TO GIVE ME YOUR IDEAS — and then I need to see

whether that would sell in the market place

This last example is a harder case than the others - the idea here is that the PM wants
management to make a suggestion to the group about the design.
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Commenting on Previous Discussion

In these acts, the participants contribute to the discussion by commenting on what has
been said or done so far. As usual, there is an act for attempting to elicit comment on the
previous discussion.

An ASSESS is any comment that expresses an evaluation, however tentative or incom-
plete, of something that the group is discussing, where the something could be another
dialogue act or something apparent from the working environment, like slides or, in the
remote control design trials, the playdough remote control mock-up. There are many dif-
ferent kinds of assessment; they include, among other things, accepting an offer, express-
ing agreement/disagreement or any opinion about some information that’s been given,
expressing uncertainty as to whether a suggestion is a good idea or not, evaluating actions
by members of the group, such as drawings.

In an ELICIT-ASSESSMENT, the speaker attempts to elicit an assessment (or assess-
ments) about what has been said or done so far. Sometimes a speaker seems to be making
a suggestion and eliciting an assessment about it at the same time. In these cases, look at
the information presented: if it is new information then it will be a SUGGEST (see above),
if it implies previously known information then it will be ELICIT-ASSESSMENT.

Example 5
... the group discuss a range of features and try to see whether there are
any further ideas...

ID Should we maybe make a decision about what features we actually want
to include, ’cause we’ve thrown a lot of features onto the table, but

PM Yeah.
ID DO WE ACTUALLY WANT TO INCORPORATE ALL OF THEM |

or have wee missed anything?

Example 6
... discussion of several designs...

UI I WANTED FEEDBACK | I think we need to rate these | BUT WE’LL
SEE WHAT YOUR UH PERSONAL PREFERENCES ARE

Example 7
PM [...] so, |MISTER MONEY, WHAT’S YOUR OPINION ON THIS RE-

MOTE CONTROL? |
ME we gonna try to measure how good it is instead of just talking about it
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COMMENT-ABOUT-UNDERSTANDING is for the very specific case of commenting
on a previous dialogue act where the speaker indicates something about whether they
heard or understood what a previous speaker has said, without doing anything more sub-
stantive. In a COMMENT-ABOUT-UNDERSTANDING, the speaker can indicate either
that they did understand (or simply hear) what a previous speaker said, or that they didn’t.
This class is quite limited, since if the speaker does anything beyond comment on whether
or not they understood, the act counts as something else. For instance, if they ask for clar-
ification, that would be some type of eliciting act (depending on what they need clarified),
or if they express a reaction to something they understood, that would be an ASSESS.

In an ELICIT-COMMENT-ABOUT-UNDERSTANDING, the speaker attempts to elicit
a comment about whether or not what has been said or done so far has been understood,
without further asking for assessment of anything in the discussion.

Example 8
B is describing an idea about the remote control functions

B like three mentals states, yeah, you know what I mean, we can just make
it uh
[other participants acknowledging]

B controlled by a brain, | HUH?

Adjacency Pairs in the AMI Dialogue Act Annotation Scheme

When people speak, they are often responding to something someone has said, something
someone has done, or something around them. As you classify each dialogue act, you
should consider whether or not it is a response to something, and if it is, indicate that
relationship by adding a link. For instance, consider the case of two dialogue acts, the
first of which is a question (an ELICIT-INFORM), and the second of which is the answer
(an INFORM). The answer occurs in response to the question, so you need to link the two
together, using the question as the source of the link, and the answer as the target. This is
the most usual kind of relationship, but there are other possible acts that could be related
to the question, too. Refusing to answer the question, asking for it to be repeated, and
saying that one doesn’t know the answer are all possible responses, and therefore would
require annotation.

There will be cases when you may want to mark a relationship, but will not be able to
identify a dialogue act as the source. This can happen for several reasons. The source may
be something that isn’t expressed verbally, such as for assessments of physical objects:

Example 9
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...upon picking up a whiteboard pen and stepping up to the whiteboard
for the first time...

C Okay | VERY NICE | alright

Or the source could be more than one previous dialogue act, as in assessments of entire
discussions.

Example 10
C Should we maybe make a decision about what features we actually want

to include, | ’CAUSE WE’RE THROWING A LOT OF FEATURES
ONTO THE TABLE.

In these cases, the annotator is instructed to leave the source of the relationship unspeci-
fied.

As with ELICIT-INFORMATION and INFORM, we find relationships that have ELICIT-
ASSESSMENT or ELICIT-COMMENT-ABOUT-UNDERSTANDING as source and AS-
SESS or COMMENT-ABOUT-UNDERSTANDING as target, and between ELICIT-OFFER-
OR-SUGGESTION and either OFFER or SUGGEST. But the we also find relationships
where the target is an ASSESS and the source is just about any other substantive act, and
among various OFFERs, SUGGESTs, and INFORMs, as the group discusses what to do.

As well as a source and a target a relationship, a relationship type: POSITIVE, NEGA-
TIVE, PARTIAL, or UNCLEAR.

POSITIVE means the target supports the intention of the source, for instance, by react-
ing positively to it, accepting or agreeing with it, indicating it has been understood,
or providing what the source is attempting to elicit;

NEGATIVE means it rejects the source, for instance, by presenting an objection to it,
countering the source with an alternative the speaker prefers, or refusing to provide
what the source is attempting to elicit;

Example 11
A Mm. So, some kind of idea uh with um um cellular phone with a a screen

that will tell you what, no .
C NO, NO SCREENS | it’s too complex.

PARTIAL means it partially supports the source but rejects it in some aspects, for in-
stance by agreeing with part of a suggestion or providing part of what the source
is attempting to elicit; and

Example 12
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[C is drawing on the whiteboard]
D A kind of snake? A cobra?
C Yeah, uh | NOT REALLY, | a small cobra.

UNCERTAIN means it expresses genuine uncertainty about the source, for instance, by
saying that speaker is unsure whether or not a suggestion is a good idea or whether
some information is true, or by expressing an inability to provide what the source
is attempting to elicit.

Example 13
C We can adapt only one switch, suppose here like we can make two

switches and if I’m left-hander I use this switch to follow the main op-
erations.

B I mean if it’s less than three uh then we can make it uh like a...
D THREE BUTTONS, YOU MEAN?

Addressing

A speaker may address a dialogue act to the whole group of participants present in the
meeting, or to a particular subgroup of them, and also to one single participant in par-
ticular. Your task is to mark the addressee(s) for each proper dialogue act that is not a
BACKCHANNEL, STALL, FRAGMENT or OTHER. The last category includes cases of
self-addressed speech, where a speaker mumble to himself or thinks aloud without really
addressing anybody. Examples of this would be utterances like ”Oops!” (after spilling wa-
ter on the table), ”Now, where am I?” (while trying to find the right slide on the laptop),
”I have to get up” (while realizing that he cannot give a presentation from his seat). You
do not have to make any distinction between addressing the entire group or addressing a
subgroup of participants. In both cases, you should mark dialogue acts as addressed to a
group.

Group vs. Individual

In a group discussion, many of the dialogue acts will simply be addressed to the group as a
whole. However, at times a speaker shows by verbal or non-verbal behavior that he singles
out one participant as the intended receiver of the dialogue act he performs. In such cases,
only the participant receiving the primary attention of the speaker is the addressee.

There may be several reasons for a speaker to address an utterance to one specific partic-
ipant:

1. the speaker expects a reaction, response or an action to be performed from the
addressed individual (which does not mean that the addressee takes it that way)
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Example 14
PM to
ME

Can you go to the next slide?

Example 15
ME to
PM

From from your side uh, you’re gonna have to go back the management
and s- be more s- precise

Example 16
PM to
ID

Yeah but but end of the day, you’re the sales guy, so I will come back and
sit on your head because uh you are going to give your sales projection,
okay.

Also, the speaker may explicitly announce to the addressee that he intends to ask
him a question before the speaker actually asks the question. For example, ”I have
a question” can be paraphrased as ”I have a question for you”.

2. the speaker provides a direct response to a previous speaker who requested some
information or opinion to be provided primarily to him.

Example 17
PM to
ID

what’s mean exactly, advanced chip on print? What’s the meaning of
that?

ID to
PM

I think it’s um um a multiple uh chip design um and it’s uh maybe
printed on to the circuit board.

Example 18
UI to ID Why was plastic eliminated as a possible material?
ID to UI Because um it gets brittle, cracks -

However, A will sometimes continue addressing B with the dialogue acts that
follow such a direct response. In these cases it is not always easy to define whether
a dialogue act is addressed to an individual or to the group. Other cues like gestures
and body language, or knowing what role each participant plays in the meeting
may help define the directionality of the dialogue act in such ambivalent cases.
On the other hand, sometimes it is obvious from the content of the request and
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from the conversational context that the previous speaker intended that the selected
individual or someone from the group should provide a response to the whole
group.

Example 19
PM to
ID

So what do you think about uh the design?

Example 20
PM to
ME

Do you have any other information for us at this stage?

Example 21
[the group is making decision what type of functions they would like to
have.]

ID to
Group

Do we need a power button at all?

Responses to these types of questions are mostly addressed to the group.

3. the speaker provides an evaluation of what a previous speaker has said or done.

Example 22
UI to
Group

I think if you re- if you use really good quality wood, then it might
work, but you can’t just use...

ME to
UI

No y- no no no

Example 23
PM to
ID

Okay, tha- that would be great, so if you find out from the technology
background, okay, so that would be good.

ID to
PM

sounds good
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In other instances, however, such evaluations can be addressed to the whole group:
in a group discussion, participants -sometimes simultaneously- may comment on
decisions that they took together, or an idea that has just been suggested.

4. the speaker expresses himself in a positive or negative way towards an individual.
For example, the speaker may apologize for something that he said or did to the
one that is being addressed (e.g. interrupting), or make rude comments to that
individual.

If a speaker is talking about another participant in the third person, perhaps indirectly
addressing him, that participant should not be marked as the addressee. For example,
if PM says to the group ”So, I ll invite uh Christine to discuss about uh the functional
design”, he is addressing the whole group, despite the fact that he is indirectly asking
Christine to begin her presentation.

Sources of information

The speaker may explicitly address a single individual by, for example, using vocatives
(Christine, can you tell us about industrial design). In most cases, the addressing is not
explicit and you should use different sources of information regarding speaker verbal
and non verbal behavior as well as the conversational situation, to identify who is being
addressed.

The following list contains criteria that you should consider in identifying who is being
addressed:

• Content of dialogue act- Sometimes the content of a dialogue act can provide
enough information to identify the addressee(s) of the dialogue act. For example,
”Okay then, uh, let’s move to Agnes” and ”And finally in this meeting we have
to decide together about the conceptual design” are suggestions addressed to the
group, whereas Yeah but but end of the day, you’re the sales guy, so I will come
back and sit on your head because uh you are going to give your sales projection,
okay” is addressed to the marketing expert. On the other hand, the content of a di-
alogue act can give a clue that an individual is addressed, without refereing to that
individual. For example, Do you have any other information for us at this stage?
indicates that an individual is addressed, but the other sources of information has
to be considered to identify which individual it is.

• Conversational situation- In a number of cases, the person addressed will be the
person who last spoke, the person whose speech was the stimulus for the present
response. It may also happen that two participants start exchanging information
about a certain issue, addressing each other. Two participants may also form a side
conversation.

• Meeting context- the particular activity taking place can provide clues as to the
addressee(s)
During presentations, most of the dialogue acts are addressed to a group, unless
there is a distinctive cue, that indicates that an individual is addressed. For exam-
ple, the speaker may comment or refer to something that an individual has said
previously, giving primary attention to that individual, or he makes a side remark,
like ”I have added your figure on the slide”.
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• Gestures and postures- Looking at the single participant, or pointing at the sin-
gle participant sometimes may indicate who is being addressed. But, it was not
always necessary to believe that because A looks at B while saying something,
he is addressing B. In group discussions a speaker’s gaze may be directed to the
person who last spoke, or to the person whose line of work is related to what is
said or the person who coordinates the discussion i.e. PM, or simply at the person
who is sitting in front of the speaker. The speaker’s gaze can also function to mon-
itor listeners, to see how they take up his words. If a speaker is monitoring one
participant, it does not necessarily imply that he is addressing this participant in
particular; he can be addressing the whole group. Therefore, you should not rely
on gaze information only to identify the addressee. Gaze can be a supporting crite-
rion but usually not a primary one. The same holds for pointing: the gesture can be
used as a non-verbal reference to a participant, who is not actually the addressee.

Example 24
P1 to P3 As she [pointing at P2] has just said.

• Domain knowledge-The project manager will probably not ask the user interface
designer how many of the tested people would like to have speech control.

AMIDA D1.3: page 100 of 100


