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D5.5: Description of Metrics for the Evaluation of
Privacy Preservation

Abstract:

This report is a literature survey on the metrics for privacy preservation. It will also
describe the basic properties of the required quantitative and qualitative metrics by taking
into account necessary security measures. In other words, it will deliver a requirement
analysis for privacy preservation metrics.

The deliverable is structured as follows. The first section is devoted to the Introduction
of the privacy preservation metrics. The second section addresses threat models. The third
section covers privacy preservation metrics for biometric template protection methods. The
forth section is related with the privacy preservation metrics for biometric systems. Finally,
we give brief summary at the last section.
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Privacy Preservation
Metrics

Metrics for a Biometric Metrics for a Biometric
Template Protection Method Recognition System

Figure 1: Classification of privacy preservation metrics

1 Introduction

In recent years, biometrics have started being used in many real life applications. Widespread
usage of biometrics, however, brings security and privacy problems. Since biometrics are
derived from human bodies (e.g. face, fingerprint, iris) or activities of a human (e.g. ges-
ture), it is personal information, hence, it is classified as sensitive information. The personal
data is defined in the European Data Protection Directive 95/46/EC [1]: ‘personal data
shall mean any information relating to an identified or identifiable natural person ('data
subject’) and an individual have the right of access to and the right to rectify the data
concerning him’.

Especially, it is really hard to assess either a biometric template protection method or
a biometric recognition system in terms of privacy. There exists a need for a generalized
privacy evaluation framework for both biometric template protection methods and biomet-
ric recognition systems. Privacy evaluation metrics are the main elements of a generalized
privacy evaluation framework. In this deliverable, we discuss how to design an evaluation
framework for biometric template protection methods and biometric recognition systems
in terms of privacy. Therefore, we analyze potential privacy protection metrics for 1) Bio-
metric template protection methods, 2)Biometric recognition systems as shown in Figure
1.

Privacy preservation ability of a biometric template protection scheme can be assessed
via diversification, irreversibility, privacy leakage, and unlinkability. Irreversibility is re-
lated with the complexity to retrieve biometric features, while privacy leakage quantifies
how much information about biometric data is contained in a secure biometric template.
Another important criterion is unlinkability. Assume that an adversary obtains two secure
templates. It should be difficult for him to verify whether they are generated from the
same subject or not. Furthermore, combining two secure templates should not be helpful
to estimate secrets or to retrieve biometric features. On the other hand privacy preserva-
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tion ability of a biometric recognition system can be assessed via communication, storage,
user and sensor requirements.
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Figure 2: Generalized Privacy Evaluation Framework

2 Protection Goals

In a general privacy evaluation framework, the first step is to specify the objectives of the
evaluation in order to properly determine metrics. The protection goals should be defined
in order to clarify the aim of the evaluation. Within the concept of this deliverable, privacy
is the protection goal of a biometric template protection method or a biometric recognition
system.

The next step is to determine the threat models with respect to the abilities of an
adversary. The last step is the evaluation. There are two types of evaluation: 1) Theoretical
evaluation, 2)Practical evaluation. It should be noted that it is still unknown whether
privacy preservation metrics are suitable for empirical evaluation and how these metrics
can be measured in practice.
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3 Threat Models

Choosing appropriate privacy preservation metrics is very important in order to evaluate
the privacy preservation level of a biometric template protection method or biometric
recognition system. The privacy preservation metrics should be identified with respect to
the pre-defined threat models. Therefore, the first step is to specify the threat models.
Some of the key check list questions in order to determine the threat models are as follows:

1. What are the abilities of an adversary?

2. What kind of information and system parameters an adversary can access in a prac-
tical attack?

3. How much computational power is available for an adversary?

Biometric template protection methods aim to increase the robustness of biometrics
against internal and external attacks in a biometric recognition system. It is important to
identify the power of an adversary before assessing the method in terms of privacy. In other
words, the threat models are classified according to the information and computational
resource available to an adversary. In this concept, three main threat models are defied as
follows [20]:

e Naive Model
e Advanced Model

e (Collision Model

Naive and advanced threat models are derived from the cryptanalysis which a cryptan-
alyst defines during assessment of cryptosystems. Naive threat model is the basic and the
weakest threat model whereas advanced model is the most dangerous model which assess
the privacy preservation level of a biometric protection method against a qualified adver-
sary. On the other hand, collision model uses inherent weaknesses of biometrics (i.e. false
acceptance rate). It is possible to refine threat models or extend new requisitions according
to privacy requirements. It is worth to mention that the threat models are prerequisites
for quantifying privacy.

3.1 Naive Model

In this threat model, an adversary has only access to secure biometric templates which are
the outputs of a biometric template protection method (e.g. if biohashing method is used,
an adversary is assumed to get biohashes). He has neither information of the underlying
algorithm in a template protection system, nor owns a large biometric database. Besides,
the biometric protection system is considered as a blackbox.
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3.2 Advanced Model

In this threat model, an adversary has full knowledge of the underlying biometric template
protection method as stated in Kerckhoff’s principle of cryptology (A cryptosystem should
be secure even if everything about the system, except the key, is public knowledge.). In
other words, adversary can access system internal parameters and can adjust them, he
can obtain secure biometric templates from different biometric databases and he knows
statistical properties of biometric features. Furthermore, it is assumed that an adversary
also knows the secret information of a biometric template protection method. For exam-
ple, this secret information can be a secret parameter i.e. transformation parameters in
cancelable biometrics or projection matrix in biohashing. It is important to see whether
leakage of biometric information exists, if secret information is compromised. In a nutshell,
it is assumed that all system parameters are known to an adversary in this threat model.

3.3 Collision Model

In this threat model, an adversary has sufficiently large amount of biometric data in order
to gain information about biometric data. He can exploit inaccuracy of biometric template
protection method/biometric recognition method, make an exhaustive search in his own
database and find biometric data, which have sufficient similarity to that of a target user.
If False Accept Rate (FAR) is false acceptance rate of the system under a given setting,
1/FAR is the average number of biometric data from different users, which an adversary
needs in his own database. This attack can be seen as a ”Zero Effort” attack where an
impostor provides one of its biometric sample to be authenticated as the user.
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4 Privacy Preservation Metrics for Biometric Tem-
plate Protection Methods

Biometric template protection methods are designed to preserve privacy and increase se-
curity of biometric templates against possible attacks using stored or transferred biometric
data [6, 13, 11, 7, 8]. These methods have a number of useful properties i.e. revocation and
renewing of biometric templates, which are the crucial functionalities in identity manage-
ment [10]. The international standard ISO/IEC 24745 [2] defines a high-level architecture
of biometric template protection, which can model various types of methods. It consists
of the following functions:

1. The pseudonymous identifier encoder (PIFE) generates a pseudonymous identifier
(PI) and auxiliary data (AD) from a biometric data (B) in the enrolment session:
[PI; AD] = PIFE(B) where PI denotes a protected identity of a user, B denotes
biometric data and AD denotes user-specific data, which help to reproduce PI in
an authentication process. Only PI and AD are stored as a secure template in the
system. The biometric data B is deleted after the enrolment.

2. The pseudonymous identifier recorder (PIR) takes a queried biometric data (B’) and
the stored auxiliary data (AD) as inputs and computes a pseudonymous identifier
PI" in the verification session: [PI'] = PIR(B'; AD).

3. The pseudonymous identifier comparator (PIC') compares PI’ with the stored PI :
v = PIC(PI; PI'). Depending on comparators, comparison result v is either a hard
decision (yes/no) or a similarity score v.

The Figure 3 illustrates the construction of biometric template protection with PIE,
PIR and PIC. Biometric recognition systems use the biometric data collected at the enroll-
ment session B and the biometric data collected at the verification session B’. In real life
applications, enrollment and verification stations are not placed at the same location. If
the biometric data are centrally stored, database easily becomes attack target. In remote
enrollment or authentication, biometric data needs to be transported, e.g. over Internet.
From security point of view, transferring and storing PI, which cannot conceal biometric
information, are better than using biometric templates themself. Please note that AD is
allowed to be public in some algorithms, however, in others AD is a secret parameter. The
desired properties of biometric template protection methods are:

1. Irreversibility: It is either computationally hard or impossible to deduce the un-
derlying biometric data from PI.

2. Robustness: Biometric data vary due to acquisition noise, environment changes,
aging effect, etc. The derived Pls should be robust to variation of input biometric
data and PIC can compare Pls directly. Additionally, applying template protection
should not influence the recognition performance in comparison with the original
biometric system.
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Figure 3: ISO reference architecture of biometric template protection

3. Diversity: Number of independent protected templates can be generated from one
biometric characteristic.

4. Unlinkability: Knowledge of one protected template does not yield information on
other protected templates derived from the same characteristics.

The Figure 4 shows the examples of functions used in the biometric template protection
methods and the meaning of PI and AD. Various functions and constructions are used to
meet the aforementioned requirements. Besides, all these methods can be described with
the ISO architecture.

This section introduces the basic properties of required privacy preservation metrics
for a biometric template protection method by taking into account necessary security
measures. The potential criteria and requirements for privacy preservation metrics are
defined as follows: [20, 16, 3|:

1. Diversification
2. Irreversibility
3. Unlinkability

4. Privacy Leakage

There exists number of potential metrics (e.g. min-entropy, average min-entropy, guess-
ing entropy, conditional guessing entropy and statistical distance) in privacy assessment
of a biometric template protection methods as shown in Table 1. These metrics evalu-
ate the privacy from different aspects. Min-entropy, H.(B) where B denotes biometric
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Figure 4: Examples of functions used in the biometric template protection methods and
the meaning of PI and AD [20]

data, refers to the probability of the most frequently occurring element of a variable. The
irreversibility can be measured via min-entropy in advanced model without taking AD
into account. Average min-entropy, H.,(B|PI) where B denotes biometric data and PI
denotes pseudonymous identifier, can be used to measure the irreversibility in advanced
model. It corresponds to the probability of the most likely biometric data given protected
template. Guessing entropy, G(B), and conditional entropy measure the average number
of attempts needed to retrieve user’s biometric data with and without the help of AD
respectively. Statistical distance measures the distance between two distributions. In the
secret-based biometric template protection methods, the secrets are expected to be random
even if auxiliary data is given. The statistical distance can show the deviation of the secret
distribution from an ideal uniform distribution.

Apart from the aforementioned metrics, capacity of a biometric template protection
method can be used as a metric for privacy preservation [20]. Capacity refers to the number
of different users that a biometric template protection method can accommodate. In the
literature, Willems proposed a general capacity analysis method for biometric identification
systems. [19]. Tuyls works on capacity analysis for biometric template protection methods
[18]. Besides, Karabat proposes a capacity analysis framework especially for biohashing
methods [9] which are used as an authentication system.
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Table 1: A Generalized Framework for Privacy Assessment

Metric ‘ Threat Model ‘ Requirement
Entropy Naive Diversification
Min-Entropy Advanced Irreversibility
Conditional Entropy Advanced Irreversibility
Mutual Information Advanced Privacy leakage

4.1 Diversification

Biometric template protection methods can generate a number of protected template from
the same biometric feature of a user. Diversification can be defined as the maximum
number of independent protected biometric templates that can be generated from the
same biometric feature of a user by using a biometric template protection method. For
instance, the number of biohash vectors that can be generated from the same biometric
feature of a user by using the same biohashing method. The diversification can be measured
via entropy of pseudonymous identifier PI (i.e. H(PI)).

4.2 Irreversibility

Irreversibility refers to the secrecy of the biometric data from which the protected template
was created. In other words, the irreversibility means that the difficulty of determining (ex-
actly or with tolerable margin) the biometric features of a user from a protected template.
For instance, let us assume that a biohash vector (protected template) is generated by
using a biohashing method (biometric template protection method). Here, irreversibility
problem occurs if an attacker can obtain the biometric data from the biohash vector.

The irreversibility of biometric data is equivalent to security of pseudonymous identifier
PI. The security of PI can be measured with conditional entropy H(S|AD) where S
denotes secret of a biometric template protection method (i.e. secret key for a biohashing
method) and AD denotes auxilary data (i.e. projection matrix for biohashing methods).
Besides, the irreversibility can be measured by conditional entropy H(B|PI) where B
denotes biometric data and PI pseudonymous identifier (i.e. biohash vector for biohashing
methods as shown in Figure 4). Here, the conditional entropy measures the uncertainty
about B given PI. With this construction, privacy of the biometric data B depends on the
secret S. Thus, the uncertainty about B is equal to the uncertainty about S with known
AD. 1t is proved for fuzzy commitment schemes as follows [4, 20]:

H(S|AD) = H(S) — I(S; AD)
= H(S) + H(B) — H(AD) (1)
— H(B|AD)
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where B denotes biometric feature vector of a user.

4.3 Unlinkability

Biometric template protection methods generate protected templates from biometric fea-
tures. These protected templates are used for either authentication or identification pur-
poses in a biometric recognition system. One of the main goals of the biometric template
protection methods is to preserve privacy of the user via protected templates. An adver-
sary, however, may not need to generate the original biometric feature of a user in order
threaten the privacy. If the adversary links the protected template with the user, he can be
successful. Unlinkability between the protected template and the user means that within
the biometric template protection method, from the adversary’s perspective, these items of
interest are no more and no less related after his observation. In other words, it means that
the probability of those items (the protected template and the user) being related from
the attacker’s perspective stays the same before and after attacker’s observation (attacker
gets the protected template of the user). Actually, unlinkability has two aspects which are
defined as follows:

1. Cross matching: When an adversary obtains two protected biometric templates,
it should be hard for him to verify whether they are generated from the same user or
not. On the other hand, if protected biometric templates contain personal identifiable
information, cross matching can happen. For example, AD is generated by PIE
and required in PIR. If AD is not random and contains user-specific information,
identification of a user is feasible with AD. It is necessary to measure whether and
how much personally identifiable information is contained in AD.

2. Leakage amplification: Combing two or more protected biometric templates should
not be helpful to estimate secrets or to retrieve biometric features. Whether combi-
nation of several secure templates can increase privacy leakage and reduce security
needs to be analysed. Leakage amplification limits long term applications and mul-
tiple uses of biometrics.

4.4 Privacy Leakage

The privacy leakage quantifies how much information about biometric data contained in
a protected template [15]. The probability distribution of biometric data plays a very
important role in privacy assessment. It is expected that binary biometric features have
uniform distribution where a bit’s probability being 1 or 0 is equal. In other words, binary
biometric feature B is expected to be uniformly and independently distributed (u.i.d.),
namely any element b; of B with p(b; = 0) = p(b; = 1) = 0.5. On the other hand, the
dependency of binary features is ignored in many biometric template protection methods.
Thus, security and privacy are suspected to be highly overestimated. It is necessary to
know the distribution of biometric data in theoretical analysis. When bits extracted from
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biometric features are uniformly and independently distributed, it is possible to achieve
perfect security from information-theoretical point of view. However, this strict condition is
difficult to fulfill in real-life application and privacy leakage is unavoidable [21]. There exist
privacy leakage in many biometric template protection methods in order to compensate
variation of biometric data [17, 5]. The protected biometric template should contain as
little biometric information as possible since exposure of biometric information is not only
threat for privacy but also a serious security shortcoming. It can also be exploited to
retrieve activities of a subject in other biometric applications. In the literature, Ignatenko
analyses the privacy leakage in term of the mutual information between the public helper
data and biometric features in a biometric template protection method. In this work, a
trade-off between maximum secret key rate and privacy leakage is given [5].
Privacy leakage can be measured with the mutual information as follows;

[(B; AD) = H(B) — H(B|AD) 2)

where B denotes biometric feature vector of a user and AD denotes auxilary data [4].
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5 Privacy Preservation Metrics for Biometric Recog-
nition Systems

In addition to the biometric template protection methods (cf. Section 4), that can be seen
as a protection at the template level, several studies have been made for protection layers
at the system level to preserve privacy of the users. We here discussed the threats, goals
and metrics that can be considered with respect to the analysis of a system solution.

This section introduces possible privacy preservation evaluation metrics for biometric
recognition systems when seen at the system level. In other words, this section addresses
the basic properties of required privacy preservation metrics for a biometric recognition
system by taking into account necessary security measures.

The potential criteria for privacy preservation are derived mainly from the framework
described in [14] but some general ideas are also given in [20, 16].

5.1 Biometric Components

In the literature, the basic components of a biometric recognition system have been defined
as illustrated by Figure 5.

Database

Biomatric ﬁ Feature Extractor ~ Matcher d Decision Maker
Sensor

Figure 5: Basic elements of a biometric recognition system

The basic components are:
1. Biometric sensor

2. Feature extractor

3. Matcher

4. Database

5. Decision maker
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These biometric components can be executed in the same location or not. When it is not
possible to consider some of them as independent of the others, we have to rely on the
template protection at the template level for privacy metrics. Whereas if some components
are distributed in different physical or logical locations, we can elaborate a more complex
system view to analyse the privacy properties.

Ten possible attack points to a biometric recognition system have been defined in [12]
as shown in Figure 6.
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Figure 6: Attacks against a biometric recognition system (adapted from [12])

These attacks points are originally introduced to undermine the operationnal goals of
the system (ensuring an accurate decision). But they can also be a threats for the privacy
of users. These attacks are as follows:

1. Spoofing attacks

2. Attack against the communication channel between sensor and feature extractor
3. Attack against feature extractor

4. Attack against the communication channel feature extractor and matcher

5. Attack against matcher

6. Attack against database

7. Attack against the communication channel between matcher and database
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8. Attack against the communication channel between matcher and decision maker
9. Attack against the decision maker

10. Attack against the communication channel between decision maker and application

5.2 System Model

We give now a point of view mainly based on a synthesis of the general privacy framework
for a biometric authentication system that is described in [14]. This recent framework
considers insider attacks of biometric authentication protocols with respect to user and
data privacy. In fact, even in the case of a biometric system with several distributed
entities, it is important to circumvent function creep of the system, where an adversary
might try to learn information either on biometric data or on users that are in the system.

This framework gives a general system model involving four logical entities on which the
biometric components introduced above will be implemented: a sensor, an authentication
server, a database and a matcher.

And the difficult point is to analyze whether one or a combination of these entities could
exploit potential privacy leakages when they have a malicious behavior. Security against
external eavesdroppers is handled via quite classical security measures (confidentiality,
integrity, secure communication).

5.2.1 Enrolment

In the system, a user, who has previously registered his biometric data b; during the
enrollment procedure, wishes to authenticate to a particular service. In the context of the
service, the user has been assigned an identifier 7D;, which only has meaning within this
context. The biometric reference data b; are stored by the database, who links the data
to identifier i. The mapping from ID; to ¢ is only known by the authentication server, if
relevant. Note that in some applications it is possible that the same user is registered for
the same service or in the same database with different samples, b; and b;, and different
identities, i.e., ID; # ID; in the service context or ¢ # j in the database context. The
property of not being able to relate queries under these different identities is called identity
privacy.

5.2.2 Authentication

During the authentication procedure the sensor captures a fresh biometric sample b, from
the user and sends the sample to the authentication server. The authentication server
manages authorizations and controls access to the service. To make the authorization
decision, the authentication server will rely on the result of the biometric verification (or
possibly identification) procedure that is obtained via the matcher. It is assumed that
there is no direct link between the matcher and the database. As such, the authentication
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server requests from the database the reference data that are needed by the matcher and
forwards them to the matcher.

5.3 Attackers

Two types of attackers are possible: internal attackers are corrupted components in the
system and external attackers are entities that only have access to a communication chan-
nel. It is important to verify that the system ensures the security of the scheme against
any external attacker. This can be achieved by an external security layer, generally inde-
pendent of the core protocol specification, for instance with encryption for confidentiality
of the communication channels and of the data when at rest. This is a first privacy level to
measure on the system: Is there a privacy leakage with respect to an external adversary?

There are also two types of internal attackers: passive ones (that follow the protocol
but are happy to learn information from the data that pass through them) and active ones
that can deliberately deviate from the protocol to create information leakage. This is a
second privacy level to measure on the system: Is there a privacy leak with respect to an
internal passive adversary or to an active one?

The sequel of this section discussed the potential criteria for privacy preservation. The
first ones correspond merely to external attackers or, honest-but-curious and isolated in-
ternal entities (part of those criteria are mentioned in [20, 16]). Then more details are
given with respect to complex privacy issues related to combination of internal malicious
entities (as described in [14]).

5.4 Basic Requirements
5.4.1 Communication Requirements

Since private information are communicated between the different entities, confidentiality
and integrity mechanisms that thwart attacks based on distinguishing private data and
perturbing any data by an external adversary.

5.4.2 Storage Requirements

Since private information are stored in a database for authentication or identification pur-
poses in a biometric recognition system, the database should ensure confidentiality of the
data in such a way that it is possible neither to distinguish private data (irreversibility
and unlinkability), nor to modify them (in order to avoid privacy leakage after potential
perturbations).

5.4.3 User and Sensor Requirements

The user and the sensor should be limited in their possible actions, in particular to avoid
them searching for a collision (as described in Section 3).
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5.5 Advanced Privacy Requirements

To analyse precisely the potential privacy issues, the following attack goals are defined:

e Learn reference b; (fully or partially): the full leakage is the recovery of the full tem-
plate, authorization leakage is to construct a sample close (i.e. that would result on a
successful authentication) to b; and minimum leakage is the retrieval of information
that enables to link references. If the system thwarts this attack, we say that it
achieves biometric reference privacy.

This attack is a threat with respect to the authentication server, the matcher, po-
tentially the database (if the system is designed to make confidential the data stored
in the database), and a combination of those entities.

e Learn sample b: Similar as in the attack goal above but for the fresh samples. When
the system is resistant, we have biometric sample privacy.

This attack is a threat with respect to the authentication server, the matcher, the
database and a combination of those entities.

e Trace users with different identities: This corresponds to the case when different
references from the same user, possibly coming from different systems, can be linked
together. We have identity privacy when the system avoids such leakage.

This attack is a threat with respect to the authentication server, the matcher, po-
tentially the database (if the system is designed to make confidential the data stored
in the database), and a combination of those entities.

e Trace users over different queries: This attack refers to the possibility of linking
queries, either anonymised or not, based on i, ID;, b; or b;. When this attack is
prevented, we say that the system ensures transaction anonymity.

This attack is a threat with respect to the database, the matcher, potentially the
authentication server (if the system is designed to make private the identities on the
service side), and a combination of those entities.

Privacy leakage with respect to the user or the sensor is not generalized as above but
should also be investigated (in particular in combination with the other insider attack
points: authentication server, database, matcher).
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Summary

In this deliverable, literature review for privacy metrics of biometrics has been achieved.
The number of potential candidates for privacy metrics have already been identified for
both biometric template protection methods and biometric recognition systems. The more
detailed analysis and implementation will be achieved in the next deliverable (D5.6 Metrics
for the evaluation of privacy preservation).
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