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SincNet Model

• Input: raw waveform

• 4-layer CNN: The first layer is made

of filters defined by two trainable

parameters:
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Model characteristic results
Sinc-Layer
Num. filters

CNN-layers Narrowband
filters

PER[%]

128 60 –60 –60 39 17.1
100 60 –60 –60 45 17.1
80 60 –60 –60 38 17.2
60 60 –60 –60 32 17.4
40 60 –60 –60 27 17.5
30 60 –60 –60 24 17.5

Initialized to Comparedto ∙!"−#
Scale – filters Mel Bark ERB Greenwood
Mel –128 2.3 4.7 7.0 8.6
Mel –60 1.8 4.4 7.0 8.8
Mel –40 2.2 3.9 6.5 8.4
Mel –30 2.0 4.3 7.1 9.1
Bark –30 2.5 3.7 6.2 8.2
ERB–30 3.0 2.9 5.5 7.6

Greenwood- 30 3.7 6.8 9.5 11.6
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SincNet integrated and trained within wav2vec2
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