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An increasing awareness of the scientific and technological value of the automatic understanding of face-
to-face social interaction has motivated in the past few years a surge of interest in the devising of com-
putational techniques for conversational analysis. As an alternative to existing linguistic approaches for
the automatic analysis of conversations, a relatively recent domain is using findings in social cognition,
social psychology, and communication that have established the key role that nonverbal communication
plays in the formation, maintenance, and evolution of a number of fundamental social constructs, which
emerge from face-to-face interactions in time scales that range from short glimpses all the way to long-
term encounters. Small group conversations are a specific case on which much of this work has been con-
ducted. This paper reviews the existing literature on automatic analysis of small group conversations
using nonverbal communication, and aims at bridging the current fragmentation of the work in this
domain, currently split among half a dozen technical communities. The review is organized around the
main themes studied in the literature and discusses, in a comparative fashion, about 100 works address-
ing problems related to the computational modeling of interaction management, internal states, person-
ality traits, and social relationships in small group conversations, along with pointers to the relevant
literature in social science. Some of the many open challenges and opportunities in this domain are also
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discussed.
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1. Introduction

The automatic analysis of face-to-face conversational interac-
tion from sensor data is a domain spanning research in audio,
speech, and language processing, visual processing, multimodal
processing, human-computer interaction, and ubiquitous com-
puting. Face-to-face conversations represent a fundamental case
of social interaction as they are ubiquitous and constitute by
far - despite the increased use of computed-mediated communi-
cation tools - the most natural, enjoyable, and effective way to
fulfill our social needs. More specifically, the computational anal-
ysis of group conversations has an enormous value on their own
for several social sciences [8,92], and could open doors to a
number of relevant applications that support interaction and
communication, including self-assessment, training and educa-
tional tools, and systems to support group collaboration
[37,101,53,103], through the automatic sensing, analysis, and
interpretation of social behavior.

As documented by a significant amount of work in social psy-
chology and cognition [8,92], groups both in professional and so-
cial settings proceed through diverse communication phases in
the course of a conversation sharing information, engaging in dis-
cussions, making decisions, or dominating outcomes. Group con-
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versations involve multiple participants effectively constrained
by each other through complex conscious and unconscious social
rules, and in the workplace they range from casual peer chatting
to regular group discussions, formal meetings, and presentations;
many other forms exist in the personal sphere.

While spoken language constitutes a very strong communica-
tion channel in group conversations [118], it is known that a
wealth of information is conveyed nonverbally in parallel to
the spoken words [80,89,93]. Nonverbal signals include features
that are perceived aurally - through tone of voice and prosody
- and visually - through body gestures and posture, eye gaze,
and facial expressions [80,89]. Substantial work on social cogni-
tion regarding the mechanisms of nonverbal communication has
suggested that, although some social cues are intentional (i.e.,
responding to specific motivations or goals), many others are
the result of automatic processes [59]. Furthermore, it is known
that people are also able to interpret social cues rapidly, cor-
rectly, and often automatically, accessing in this way information
related to “the internal states, social identities, and relationships
of those who make up our social world” [28] (p. 309), three so-
cial categories often used in social psychology and cognition.
Experimental evidence shows that many of our social constructs
and actions are in good part determined by the display and
interpretation of nonverbal cues, in some cases without relying
in speech understanding [59].
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This paper represents an attempt to draw a map of the exist-
ing work in the domain of automatic analysis of group interaction
from nonverbal communicative cues, focusing on the small group
setting. The main goal of the paper is to respond to the current
fragmentation of this domain by gathering and briefly discussing
works which, given its multi-faceted nature, have appeared in the
literature spread over several communities, including speech and
language processing, computer vision, multimodal processing,
machine learning, human-computer interaction, and ubiquitous
computing. As discussed in this review, initial progress has been
made towards the detection, discovery, and recognition of
patterns of multi-party interaction management, including turn-
taking [30,91,27] and addressing [74]; group members’ internal
states, including interest and attraction [131,52,102]; individuals’
personality traits including dominance and extroversion
[11,111,106]; and social relationships in small groups including
roles [133,128].

This review paper is focused on the discussion of computational
models for the nonverbal analysis of physically collocated small
groups (between three and six people). The definition of this con-
crete scope has several implications on the material chosen for
discussion:

e Focus on small groups. It is well known that the size of a group
has a definite influence in its dynamics, and that small groups
tend to be more dynamic than large ones [49]. The small group
case has produced an increasing body of work in this decade.
With a few exceptions - which have been chosen as they have
a clear relation to the small group case - the paper does not dis-
cuss cases of research in nonverbal modeling of dyadic conver-
sations (e.g. [103]) or of large groups (e.g. [29]), which deserve
a separate treatment.

e Focus on nonverbal behavior. The paper mainly discusses works
that have targeted the modeling of nonverbal information
(rather than speech and language) as their main goal. In a few
cases, however, it will touch upon research that has relied on
transcribed speech whenever this information was jointly used
with nonverbal behavior.

e Focus on computational models. Rather than summarizing the
well-established field of nonverbal communication, for which
excellent textbooks have existed for years — as one notable exam-
ple, the first edition of the popular book by Knapp, and later
coauthored by Hall, dates from the early seventies [80] — the
review aims at introducing, in a comparative fashion, a number
of computational modeling works regarded as representative
either by the addressed research problem or by the proposed
solution, while providing up-to-date pointers to the literature
(ca.Jan. 2009) to a non-expert reader. Whenever possible, point-
ers to social psychology and cognition literature are provided,
which can be seen both as a motivating factor for some of the
research described here and as a source of knowledge to support
the design of computational models.

e Focus on social constructs, not on cues. This review focuses on the
review of computational models for social constructs that can be
identified with nonverbal behavior, rather than on the specific
perceptual processing methods that can be used to extract such
cues from audio and video, and which has spanned a consider-
able amount of research in audio processing (paralinguistics)
and computer vision (face, gaze, body, and gesture analysis) over
many years. The reader can refer to [129] for a recent attempt to
recount a few of the existing cue extraction methods.

e Focus on face-to-face conversations. The paper reviews work on
physically collocated groups that exclusively involve people,
and therefore does not include as part of the discussion (with
limited exceptions) the significant amount of work conducted
in the Computer-Supported Collaborative Work (CSCW),

Embodied Conversational Agents (ECA), and social robotics com-
munities, which have also addressed group interaction from
related but different perspectives and emphases.

The definition of the scope of the review according to the above cri-
teria resulted in the body of technical work summarized in Fig. 1
(close to 100 papers published in journals, magazines, conferences,
workshops, and other sources). Fig. 1(a) shows the distribution of
this set of publications over time. The earliest references in this
review date from 2001, a jump in the number of publications can
be appreciated at 2003, and from then on a constant flow of new
work has appeared in the literature. The work reviewed in 2009
is incomplete due to the date on which this paper was submitted
for printing. Fig. 1(b) shows the distribution of publications per
research field. It can be observed that roughly 36% of the reviewed
papers have appeared in audio, speech, and language venues
(labeled ASL in Fig. 1 and including TASLP, ICASSP, ICSLP, and LREC,
among others), and 39% have appeared in multimedia and multi-
modal processing venues (labeled MM and including TMM, ACM

Distribution of papers over time
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Fig. 1. Statistics of the 98 technical references on group interaction modeling
reviewed in this paper. All papers were located in mainstream publication sources.
The exact number for all bars is shown inside them. (a) Yearly number of
publications. (b) Number of publications per research field (in journals, conferences,
and workshops): audio, speech, and language (ASL); computer vision (CV);
multimodal and multimedia processing (MM), human-computer interaction
(HCI); machine learning and pattern recognition (ML); ubiquitous computing
(UC); other (includes theses, technical reports, general computing magazines, and
books).
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MM, ICMI, MLM]I, and ICME). Nevertheless, a sizable amount of
work has been published in other domains in computing. Given
the number of existing works and the perspective of their contin-
uing increase in the future, a review of this subject seems timely.
Table 1 provides a summary of the content of this review for rapid
access to references of specific interest. As mentioned earlier, four
categories of social constructs (interaction management, internal
states, personality traits, and relationships) are discussed. Within
each of them, specific cases for which there is work on computa-
tional models are discussed. The list of references for each case
are listed chronologically.

A preliminary version of this paper, which to the author’s
knowledge constitutes the first survey of this domain, appeared
in a conference version format in 2006 [54].

The remainder of the paper is organized as follows. Section 2
discusses work on computational models for interaction manage-
ment. Section 3 reviews work on automatic modeling of internal
states. Section 4 discusses the existing work towards the automatic
modeling of personality traits. Section 5 discusses work on compu-
tational modeling of social relations. Section 6 summarizes the
existing research infrastructure resources in this domain. Finally,
Section 7 provides a final discussion and some concluding remarks
about the challenges and opportunities that lie ahead in this
domain.

2. Modeling interaction management

The analysis of the mechanisms to manage conversational
interaction, which give rise to specific dynamics, is a fundamental
area in social psychology and nonverbal communication [56,31].
Conversational patterns exist at multiple time scales, ranging from
addressing (i.e., who speaks to whom), to a large variety of turn-
taking patterns of longer temporal support including floor control
mechanisms, discussion types, etc. In this section, we discuss two
aspects that have been studied in the literature of nonverbal com-
putational modeling, namely addressing and turn-taking behavior.

2.1. Addressing

In a conversation, an addressee is the person at whom the
speech is directed [31]. In social psychology, it is known that the
addressing phenomenon occurs through different communication
channels, including speech, gaze, and gesture, e.g. listeners mani-
fest attention by orienting their gaze to speakers, who in turn
use gaze to indicate whom they address, and to ensure visual
attention from addressees to hold the floor [56]. It is also known

Table 1

A summary of the content of this review. Four main categories of social constructs are
discussed. Within each of them, specific attributes are studied. The list of references
on computational models discussed for each case are listed chronologically.

Social category Construct Technical references
Interaction management Addressing [121,120,4,76,124,72,73,96]
[5,74,98,75,99,61,2,6,100]
Turn-taking [90,35,134,135,10,91,3,26]

[136,15,19,137,110,27,36,20]

[131,132,77,44,62,52,102,86]
[87,122,34,103]
[78,125,109,60,126,82,83,104]

[11,37,111,81,112,97,123,113]
[63,13,64-66,69,7,79,70]

Internal states Interest

Other states

Personality traits Dominance

Extroversion [88,106]
Locus-of-control [88,106]

Relationships Roles [10,133,105,88,38,128,68,48]
[50,108]

that participants in group conversations, interacting and exchang-
ing roles as speakers, addressees, and side participants, contribute
to the emergence of conversational events that characterize the
flow of a meeting (for instance monologues, group discussions, or
side conversations).

A good part of the body of work on automatic analysis of head
pose as a surrogate for gaze and of visual focus of attention (VFOA)
in group conversations [121,120,4,5] could be applied towards the
automatic identification of addressees in multi-party cases. In
brief, the goals of the existing works in addressing are to identify
what participant(s) in a conversation the current speaker is talking
to, and to explore the connections between addressee modeling
and other conversational activities, like the ones described in Sec-
tion 2.2. Katzenmeier et al. [76] presented a study about the iden-
tification addressees between two people and a simulated robot,
with the further goal of discriminating human-human interaction
from human-robot interaction. Three cases of perceptual integra-
tion were studied: audio-only using speech-derived features, vi-
sual-only based on head pose estimated from video, and audio-
visual combining both types of cues. A Bayesian classification tech-
nique was used, in which neural networks were used to learn the
head pose and audio representations. In this three-participant sce-
nario, it was found that head pose is indeed a strong cue for ad-
dressee identification, and that the best performance was
obtained with the multimodal approach, despite a relatively low
performance obtained with the audio modality.

To the author’s knowledge, the most comprehensive study on
addressee estimation in small group conversations is the one by
Jovanovic et al. [72-75]. In [72], the authors presented an initial
scheme of verbal, nonverbal, and contextual features for addressee
identification, but no experiments were conducted to validate the
proposed scheme. In subsequent work, Jovanovic et al. [73] anno-
tated with respect to addressee behavior a five-hour data set from
the Augmented Multiparty Interaction (AMI) meeting corpus, a
publicly available collection of four-person meetings with multi-
microphone audio, multi-camera video, slides, whiteboard and
handwritten notes [22] (see more about data corpora in Section
6). The data used in [73] was annotated with respect to discrete
VFOA for each participant, addressee information, and dialogue
acts (DA), that is speech utterances labeled as backchannels, floor
grabbers, questions, and statements. The annotation of addressees
used dialog acts as basic units, assigning one of four possible tags
to each DA, to indicate whether the speaker addresses a single per-
son, a subgroup, the whole audience, or if the addressee is un-
known. The detailed discussion about the reliability of the
manual annotation process in [73] indicates that the annotation
ranges in quality from acceptable to good for those DAs whose
boundaries are agreed upon by manual annotators; that the reli-
ability is higher on those meeting segments where the speaker ad-
dresses a single person; and that annotators had problems
distinguishing between subgroup and group addressing. All these
findings were useful to assess the type of performance that could
be expected with automatic processing, a task that was addressed
in [75] using Bayesian Networks and a combination of automatic
and manual cues, and that highlighted the difficulty of the task.
The best reported performance was around 75% classification accu-
racy. A recent description of advances by the same group can be
found in [2].

Takemae et al. also studied the addressing problem in small
groups [124], using a small data set of three- to five-person meet-
ings, manually annotated gaze and close-talk microphones for each
group member. This work also analyzed separately the single-per-
son and multi-person addressee cases, and reported 89% accuracy
in classifying these two addressing classes, using speech utterances
as data units, and basic features derived from each speaker’s gaze
patterns. In work closely related to the addressing task, Otsuka
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et al. [96] proposed a Dynamic Bayesian Network (DBN) approach
which jointly infers the gaze pattern for multiple participants and
the conversational gaze regime responsible for specific speaking
activity and gaze patterns (e.g. all participants converging onto
one person, or two people looking at each other). Gaze was approx-
imated by head pose. The work relied on clean head pose and
speaking activity extracted from magnetic head trackers attached
to each participant and manual speaking-turn segmentations,
respectively. The same model was later used with head pose esti-
mated automatically from video [98]. In more recent work [99], Ot-
suka et al. extended their DBN model in an attempt to respond to
the questions of who responds to whom, when, and how in a joint
manner. The employed cues were head pose extracted from mag-
netic sensors, automatic speaker segmentations derived from lapel
microphone signals, and an elementary form of binary head ges-
tures automatically recognized. Finally, Otsuka et al. developed
an automatic system that integrates head pose tracking and speak-
er diarization that re-uses several of the ideas from previous works
for real-time usage [100].

In other related research, an interesting interplay between
speaking activity and visual attention (two of the nonverbal com-
ponents of the group addressing phenomenon) was recently ex-
plored by Ba and Odobez with a different purpose [6]. In this
work, the authors proposed a DBN model for the estimation of
the joint focus of attention of group participants by using people’s
speaking activity as a contextual cue, defining a prior distribution
on the potential VFOA of each participant. This observation re-
sulted in improved VFOA recognition from head orientation auto-
matically estimated from a single camera on a subset of the AMI
corpus.

Another conversational construct clearly related to addressing
and attention is listening. Listening is in principle a multimodal
phenomenon, and some recent works have started to investigate
computational models that could be useful both to improve visual
attention estimation and addressing, but also for synthesis pur-
poses in embodied agents. Heylen et al. [61] presented an overview
of initial work towards building a Sensitive Artificial Listener. This
includes the manual annotation of basic nonverbal behaviors dis-
played by listeners in multi-party conversations (including gaze
patterns, head movements, and facial expressions extracted from
the AMI corpus), and their use as part of a manual or semi-auto-
matic model to animate embodied agents that can have different
personalities (e.g. optimistic and active vs. negative and passive).
Needless to say, this line of work faces the difficulty of automati-
cally extracting (possibly) subtle patterns related to eye gaze and
facial expressions, which are open problems in computer vision.

2.2. Turn-taking behavior

A group in a conversation can be seen as proceeding through di-
verse communication phases. Assuming that the presence of a
group in a multi-sensor room is either known or inferred [15], a
sequential model for a group conversation could assume a discrete
set of group conversational activities and view a conversation as a
sequence of such activities. In a formal meeting scenario, where
people discuss around a table and use artifacts including a white-
board and a projector screen, McCowan et al. [90,91] first investi-
gated this approach and targeted the joint segmentation and
recognition of meetings into a number of location-sensitive turn-
taking patterns, including monologues, discussions, and presenta-
tions. The approach relied on supervised learning techniques,
namely Hidden Markov Models (HMMs) [107], and used a number
of simple audio and visual nonverbal features automatically de-
rived from multiple cameras and microphones. The audio cues
were derived from lapel microphones (pitch, energy, speaking rate)
and from microphone arrays (speech activity estimated by the

steered power response phase transform (SRP-PHAT)). The visual
cues were extracted from each participant’s skin-color blobs mo-
tion and location, as a very rough proxy for head and body motion
and pose. Using the MultiModal Meeting Manager (M4) corpus, the
problem was studied as a multistream system, where data streams
can correspond either to the features extracted from each person
or to each perceptual modality (audio or visual). A number of
HMM variations were tested, including multistream HMMs [43],
coupled HMMs [14], and asynchronous HMMs [12]. The results,
measured in terms of Action Recognition Rate, were encouraging
and showed the benefits of audio-visual fusion. The approach,
however, has two limitations. First, HMMs can be challenged by
a large number of parameters, and by the risk of overfitting when
learned from limited data [95]. This situation might occur in the
case of turn-taking recognition where, in the simplest fusion sce-
nario, large vectors of audio-visual features from each participant
are concatenated to define the observation space. Second, the
framework does not explicitly model other patterns at different
semantic levels, despite the known fact that models in social psy-
chology describe group meetings as comprising both individual
and group-level activities [92].

Zhang et al. [134,137] addressed the above limitations with a
two-layer HMM framework [95]. In the first layer, individual activ-
ities performed by each person, such as writing and speaking, are
recognized from raw audio-visual observations (i.e., estimating
the posterior probabilities of the individual activities). Then, the
second layer recognizes the group turn-taking patterns using as in-
put the results of the low-layer recognizers for all meeting partic-
ipants and a set of additional features, directly extracted from the
raw streams and not associated to any person. Compared with sin-
gle-layer HMMs, layered HMMs have several advantages including
the use of much smaller observation spaces; the fact that the low-
layer HMM s can in practice be better estimated as much more data
(arising from multiple people) is available; a reduction in sensitiv-
ity for group activity recognition as the observations for the high-
layer are posterior-based features; and the possibility of exploring
different HMM options for each layer. The experiments in
[134,137] led to three findings. First, the two-layer HMM approach
outperformed the single-layer one. Second, the use of audio-visual
features outperformed the use of single modalities for both single-
layer and two-layer HMMs, supporting the hypothesis that the tar-
get interaction patterns are inherently multimodal. Third, the best
low-layer model was the asynchronous HMM (a model that explic-
itly accounts for variations of alignment between two data
streams), which suggested that, while some asynchrony might be
present, it was reasonably captured by the model. A best perfor-
mance of 85% action recognition rate was obtained on the M4
corpus.

Other works have also targeted the same task and data with
hierarchical representations. Dielmann and Renals [35,36] pro-
posed two approaches using audio-only cues and multilevel Dy-
namic Bayesian Networks (DBNs). The first DBN decomposed the
interaction patterns as sequences of sub-activities with no expli-
cit meaning. The second DBN processed features of different nat-
ure independently, and integrated them at a higher level. In this
work, the sub-activities have no obvious interpretation, and their
number is a model parameter learned during training or set by
hand, which makes the structure of the models more difficult
to interpret. An initial comparison of various recognition models
on the same task, including the layered HMM, the multilevel
DBN, and other approaches, was presented by Al-Hames et al.
[3]. More recently, an approach by Reiter et al. [110] exploited
the flexibility of the layered architecture to go beyond the use
of HMMs, more specifically using a discriminative approach
(neural networks) in one of the layers, showing minor perfor-
mance improvement.
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Two variations of the same problem were also explored by
Zhang et al. [135,136]. These approaches take a practical perspec-
tive: the manual labeling of group turn-taking patterns for training
purposes is both difficult and expensive. The use of unsupervised
or partially supervised approaches could thus be attractive alterna-
tives. The approach in [135] proposed a two-layer framework
where the low-layer is identical to the one presented in [134],
and the high-layer is a fully unsupervised HMM that discovers
(rather than recognizing) group activity patterns. The method in
[136] uses model adaptation techniques, where instead of directly
training one model for each group pattern (as done in [134]), a gen-
eral model is first estimated using unlabeled data, and then
adapted to each individual pattern using its own labeled data using
Bayesian adaptation. Both methods define a tradeoff between per-
formance and availability of labeled data. The investigation of
models that rely on unsupervised or lightly supervised approaches
remains as a research area of practical relevance, given the increas-
ing availability of unlabeled data and the annotation costs required
by supervised methods.

In work with essentially similar objectives to [90,91], Banerjee
and Rudnicky [10] proposed a simple method to recognize three
classes of meeting activities, including discussion, presentation,
and briefing, in groups meetings recorded with close-talk micro-
phones. In the method, three inexpensive features are computed
over a running time window for each participant, using speaker
segmentations as input. The features include the number of speak-
er changes, the number of speakers, the number of overlapping
turns, and the average length of the overlaps within the running
window. All features were extracted from manual speaker segmen-
tations. A C4.5 decision tree was used to classify time windows at
one-second time steps. Experiments on 45 min of the data corpus
reported in [9] resulted in a best classification accuracy of 51%,
which suggested that relatively simple cues and standard super-
vised learning approaches could perform better than random, but
certainly far from very high performance.

Campbell and collaborators [19,20], building on his long-term
work on prosodic analysis [18] have also explored the problem of
nonverbal determination of participation status of individuals in
group conversations. Concretely, the work by Campbell and Doux-
champs [20] extracted nonverbal visual cues derived from stan-
dard face detection and motion analysis techniques, using a
single video signal captured with a parabolic camera on a table.
Furthermore, sound cues were derived from a single microphone
and included speech utterances which, depending on their dura-
tion, were labeled as being either opinion or backchannel utter-
ances. The authors first performed an analysis of overlapping
speech and back-channeling for three different group conversation
types (formal meeting, relaxed conversation, party situation) and
found clear differences in the amounts of overlapping. They also
reported preliminary experiments on audio-visual cue fusion for
recognition of conversational activity labels.

Finally, there has been some work on modeling of floor control
and turn-taking transitions in group conversations. A speaker in
charge of ensuring the progress of a conversation is said to have
control of the floor. As a conversation progresses, the active speak-
er holds the floor, while other speakers participate either cooperat-
ing or competing to share the floor. Floor control is a phenomenon
studied in psychology and linguistics for many years [42], and has
been observed that multimodal verbal and nonverbal cues (includ-
ing gaze exchanges between the floor holder and the interlocutors,
and discourse markers) are related to floor control changes.
Regarding computational models, Chen et al. [26] described initial
efforts to combine gaze, gesture, and speech for floor control mod-
eling, using the Video Analysis and Content Extraction (VACE)
meeting data collected with multiple cameras, microphones, and
magnetic sensors. This study was later extended in [27]. The work

includes the definition of a scheme for floor control annotation,
and the use of a small labeled corpus to identify multimodal cues
correlated with floor changes. The analysis of the corpus suggests
that discourse markers occur frequently at the beginning of a floor;
that mutual gaze between the current floor holder and the next
one offer occurs during floor transitions; and that gestures related
to floor capturing also occur. However, no attempt to perform
automatic processing was reported.

3. Modeling internal states

The number of a person’s internal states that can be revealed by
conscious or unconscious nonverbal behavior is large [80,28]. In
small group interaction, a list by no means exhaustive could in-
clude nervousness, anxiety, embarrassment, frustration, anger,
joy, attraction, confusion, consistency, boredom, and interest.
While the work on computational modeling of internal states in
HCI is large and has explored single and multimodal approaches
[33], there has been relatively little work in the specific context
of small face-to-face group interaction. In this review, we focus
on one construct that is particularly relevant in multi-party con-
versations, namely interest, and also touch upon other cases cur-
rently being studied.

3.1. Interest

The term “interest” is used here to designate people’s internal
states related to the degree of engagement that individuals display,
consciously or not, during their interaction. Such displayed
engagement can be the result of many factors, ranging from inter-
est in a conversation, attraction to the interlocutor(s), and social
rapport. Social displays of interest through nonverbal cues have
been widely studied in social psychology and include mimicry
[24,25] (a complex phenomenon displayed through sound cues
but also via body postures and mannerisms, and facial expres-
sions), elevated displays of voice and kinesic activity, and higher
conversational dynamics.

In the specific context of group interaction, the degree of inter-
est that the members of a group collectively display during their
interaction is an important state to extract from formal meetings
and other conversational settings. Segments of conversations
where participants are highly engaged (e.g. in a discussion) are
likely to be of interest to other observers too. Interest level can
therefore define a form of relevance around which conversations
could potentially be summarized or indexed. The computational
modeling of interest has started to be explored in group conversa-
tional settings from a number of different perspectives
[131,132,77,44,52,102].

Most existing work has focused on the analysis of the relation
between interest and the speech modality, using both verbal and
nonverbal cues. Wrede and Shriberg [131,132] introduced the no-
tion of hot-spots in group meetings, defining it in terms of partic-
ipants highly involved in a discussion, and relating it to the concept
of activation in emotion modeling, i.e., “the strength of a person’s
disposition to take action” [33]. Using data from the International
Computer Science Institute (ICSI) meeting corpus [67] containing
four- to eight-person conversations, close-talk microphones, and
speech utterances as the basic units, the authors first developed
an annotation scheme that included a category of non-involvement
and three categories of involvement (amused, disagreeing, other),
and then found that human annotators could reliably perceive
involvement at the utterance level, i.e., whether a speaker sounded
“especially interested, surprised or enthusiastic about what is
being said, or he or she could express strong disagreement, amuse-
ment, or stress” [132]. They also found that a very small proportion
of utterances (about 2%) corresponded to involved utterances

Comput. (2009), doi:10.1016/j.imavis.2009.01.004

Please cite this article in press as: D. Gatica-Perez, Automatic nonverbal analysis of social interaction in small groups: A review, Image Vis.




6 D. Gatica-Perez/Image and Vision Computing xxx (2009) xXx-xxx

[132], and that certain nonverbal prosodic features, including en-
ergy and pitch, were correlated with involved utterances. Wrede
and Shriberg extended their work to study the relation between
hot-spots and dialog acts, using both contextual features (e.g.
speaker identity and meeting type) and lexical features (e.g. utter-
ance length and perplexity) [132].

In a related line of work, Kennedy and Ellis [77] defined empha-
sis for speech utterances in meetings, acknowledging that this con-
cept and emotional involvement might be acoustically and
perceptually similar. A very simple approach was used to measure
emphasis, using normalized pitch as the only cue, and a perfor-
mance of 92% accuracy was reported for utterances that were con-
sistently annotated by people as having high-emphasis. Other
works in the speech processing community can be also be related
to the detection of certain types of high-interest segments. As one
example, Hillard et al. [62] proposed a method to recognize a spe-
cific kind of interaction in meetings (agreement vs. disagreement)
that is likely related to high interest. The work used both word-
based features (e.g. total number of words, and the number of
“positive” and “negative” keywords), as well as prosodic cues in
a machine learning approach that made use of unlabeled data.

A number of works in the wearable computing community have
also dealt with the estimation of interest and related quantities,
notably the work by Pentland and collaborators [44,102,86,
87,122,103]. Much of this work has been conducted for dyadic
cases, but some group conversational cases have also been studied.
The two-person cases have included prediction of interest-level in
3-min conversations between same-gender people about random
topics [102]; prediction of attraction (that is, romantic or friendly
interest) between different-gender strangers in 5-min speed-dat-
ing encounters [86,87,122]; and prediction of the outcome of
dyadic salary package negotiations using the first five minutes of
the conversation [34], a situation clearly related to constructs of
rapport and interest. The multi-party scenarios have included
small group conversations [44] and brief conversational exchanges
among large groups of attendees of a conference [102]. A very
interesting feature of this line of work is that it has often been
grounded in social situations with concrete behavioral outcomes
- people declaring common attraction in a speed dating situation,
or people exchanging business cards at a conference as a sign of
mutual interest — which substantially reduces the need for third-
party annotation of interest. Regarding computational models,
the estimation of interest has ranged from introducing it manually
as in the work by Eagle and Pentland [44] to computing it automat-
ically from a number of acoustic nonverbal cues (so-called activity,
engagement, stress, and mirroring signals), and in some cases com-
plemented by body motion estimated from accelerometers
[86,87,122]. These cues, in different combinations, and used as in-
put to standard classifiers like linear classifiers or Support Vector
Machines (SVM) have resulted in promising performance (74%
accuracy for the random-topic conversations, 70-80% accuracy
for the speed date cases, and 80-85% accuracy for the conference
attendee case).

To the author’s knowledge, very few works have studied the use
of audio-visual cues for interest estimation in group conversations.
In [52], Gatica-Perez et al. presented an investigation of the perfor-
mance of audio-visual cues on discriminating high vs. neutral
group interest-level segments, i.e., on estimating single labels for
meeting segments, much like hot-spots, using a supervised learn-
ing approach that simultaneously produces a temporal segmenta-
tion of the meeting and the binary classification of the segments
into high or neutral interest-level classes. Experiments were con-
ducted on the four-person conversations from the M4 corpus.
Two classic HMM recognition strategies were investigated: early
integration, where all cues are synchronized and concatenated to
form the observation vectors; and multistream HMMs used for

audio-visual fusion. The investigated cues were the same as the
ones used in [91]. Various combinations of voice, kinesic, and mul-
timodal cues and HMM models were investigated. The results were
promising, and while the audio modality turned out to be domi-
nant, audio-visual fusion could improve performance. Further-
more, the investigation of visual cues that are better correlated
with displays of interest remained as an open issue.

3.2. Other internal states

There has been work towards finding other internal states in
group conversations. Using the AMI corpus, Reidsma et al.
[109,60] initially investigated procedures to manually annotate
emotional states in meetings. The authors found that the problem
is very complex, and the use of existing emotion annotation
schemes that have worked in other scenarios (FeelTrace) did not
provide good results in the meeting case. As a more viable alterna-
tive, the authors developed a procedure based on marking distinc-
tive changes in the “state of mind” of a person being observed, and
then annotating the state and its intensity and quality. The list of
state labels, which are likely to occur in group conversations, in-
cluded “neutral”, “curious”, “amused”, “distracted”, “frustrated”
and “confused”, among others, and often do not correspond to pro-
totypical emotion categories but rather to cognitive and social
states. In experiments with subjects, the authors found the quality
of the resulting annotation (measured by inter-annotator agree-
ment techniques) to be comparable to that of other reported stud-
ies on emotion annotation, and concluded that further work was
necessary to improve the annotation scheme.

One particular phenomenon that has studied in group conversa-
tions is laughter, which is a behavior that might correspond to sev-
eral internal states. This case is interesting because in principle it
occurs frequently enough in group interaction, and might be amena-
ble for reliable annotation for training and evaluation purposes.
Existing approaches investigating detection and classification of
laughter segments include [78,125,126,82,83,104]. Most work has
studied the problem using only audio cues, and often using the ICSI
meeting corpus. With the availability of audio-visual corpora of
meetings, the study of multimodal approaches for laugther detec-
tion starts to be feasible. An example of initial work in this direction
is the work by Petridis and Pantic [104], based on a small data set
from the AMI corpus and on joint modeling of acoustic and facial
features.

4. Modeling personality

While nonverbal behavior and personality have important con-
nections [28], there is also strong evidence that the problem of
linking both consistently is a challenging problem, due to a number
of complex factors [55]. The work on computational models of per-
sonality traits in small groups has begun to explore a few funda-
mental cases. In this section, the existing work in three
dimensions of personality traits, namely dominance, extroversion,
and locus-of-control, is discussed.

4.1. Dominance

Dominance is a key concept in social interaction and has been
well studied in social psychology [46,16], as one component of
the so-called vertical dimension of social relationships [57]. Dom-
inance is often seen in two ways, both “as a personality character-
istic” (a trait) and “to indicate a person’s hierarchical position
within a group” (a state) [116] (p. 421). Although dominance and
related terms like power have multiple definitions and are often
used as equivalent, a distinguishing approach taken in [40] defines
power as “the capacity to produce intended effects, and in partic-
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ular, the ability to influence the behavior of another person”
(p. 208), and dominance as a set of “expressive, relationally based
communicative acts by which power is exerted and influence
achieved”, “one behavioral manifestation of the relational con-
struct of power”, and “necessarily manifest” (pp. 208-209). For
the development of computational approaches, two key findings
from social psychology are the use of specific nonverbal cues to of-
ten display dominance in conversations, and the ability to correctly
interpret such cues by interaction partners and external observers.
The fact that people can often correctly perceive dominance is fun-
damental towards generating reliable human annotations and
developing computational models.

Nonverbal displays of dominance involve sound and motion
[40]. The first type includes amount of speaking time [116], speech
energy, pitch, rate [127], vocal control [40], and interruptions [85].
Among these, speaking time has shown to be a particularly robust
cue to perceive dominance, as dominant people tend to talk more
[116]. Kinesic cues include body movement, posture, and elevation,
gestures, facial expressions, and eye gaze [40]. Dominant people
are often more active, and gestures associated with speech are cor-
related with dominance [41,16]. It has also been found that in dya-
dic conversations high-status persons receive more visual
attention than low-status people [45], and that people who rarely
look at others are perceived as weak [32]. Furthermore, there is
evidence of dominance-related patterns of joint visual attention
and speaking activity in dyadic exchanges via the visual dominance
ratio [47,39], in which high-status people often display a higher
looking-while-speaking to looking-while-listening ratio (the pro-
portion between the time they gaze at the other while talking
and the time they gaze at the other while listening) [47].

Although studies on nonverbal display and interpretation of
dominance have existed for decades, the problem of automatically
estimating dominance-related measures has begun relatively re-
cently. All the works discussed below studied small groups re-
corded with multiple cameras and microphones, and with the
exception of [11], they all analyzed four-people conversations.

Basu et al. [11] described an approach to estimate the most
influential participant in a debate. The influence model (IM), a
DBN which models the members of a group as a set of Markov
chains influencing the state transitions of one another, was applied
to automatically determine the degree of influence a person has on
the others on a pairwise basis. Cues related to speaking activity
(manually labeled speaker turns and automatically extracted
speaker energy and voicing information) and visual activity (re-
gion-based motion derived from skin-color blobs) were used.
Although the IM (and other related models, like the one proposed
by Choudhury and Basu [30]) is a tractable alternative to model
group interactions, it only models pairwise interactions between
individual players, not explicitly modeling the group as a whole.

Rienks and Heylen [111] proposed a supervised learning ap-
proach based on SVMs, addressing a three-class classification task
in which meeting participants were labeled as having high, normal,
or low dominance. A number of manually produced audio-only
cues, both nonverbal (speaking time, number of speaker turns,
number of successful floor grabbing attempts) and verbal (number
of spoken words) were used. A best performance of 75% classifica-
tion accuracy was reported on a data set containing meetings from
the M4 and AMI corpora. Later, Rienks et al. [112] compared the
approaches from [111] and a variation of the influence model for
the same three-class dominance-level task, on a data set from
the AMI corpus larger than the one used in [111] but with similar
audio features. The SVM approach showed to outperformed the
influence model, reporting a best performance of 70% classification
accuracy. An analysis of participant influence using the same data
as in [112] and verbal information, including manually annotations
of dialog acts and argumentation categories, was conducted in

[113]. The authors reported that using argumentation did not suc-
ceed at predicting influence better than a naive assumption that
assigned the most common class to all test data points.

Following the ideas of [11], Otsuka et al. proposed in [97] the
use of the output of the DBN model discussed in [96] and Section
2.2 to estimate pairwise speaker influence. A number of influ-
ence-related simple features (called incoming/outgoing influence,
interactivity score, and centralization) is estimated from the con-
versational regimes and gaze patterns inferred by the DBN, and
use to characterize each person. This work is one of the first ones
to use the fact that gaze and speaking activity are both related to
dominance perception, as suggested in social psychology [45,39].
On the other hand, while the features proposed in [97] are concep-
tually appealing, this work presented neither an objective perfor-
mance evaluation nor a comparison to previous methods.

Although not necessarily addressing automatic dominance esti-
mation, some recent approaches [37,81,123,13,7,79] have been
developed to actively influence the dynamics of a conversation
by providing on-line feedback to the group members, through
the estimation of nonverbal cues known to be correlated to domi-
nant behavior. Dominant people might overcontrol the floor and
negatively affect a conversation where the ideas of others might
be important but overlooked, for instance in a brainstorming meet-
ing or as part of a learning process. It has been documented in so-
cial psychology that people who hold the floor too much are
perceived as overcontrolling [21].

DiMicco et al. [37] proposed an approach that estimates the
speaking time of each participant on-line from headset micro-
phones and visualizes this information publicly, finding that such
type of feedback tends to promote a more even participation of
the group members. Sturm et al. [123] built on a previous work
by the same authors [81] to develop a system that automatically
estimates speaking time from headset microphones and focus of
attention from headbands with reflective pieces tracked by infra-
red cameras. Their system builds on the assumption that speaking
time and visual attention time are strong cues to decide who con-
trols the conversation, and so visualizes these cumulative cues on
the conversation table in real-time. Rather than automatically pre-
dicting the dominant people, the system aims at regulating the
flow of the conversation in a way that facilitates individual partic-
ipation. Bachour et al. [7] explored a similar idea, employing the
meeting table as both a sensor and a display, estimating each per-
son’s speaking activity with a microphone array implemented on
the table, and displaying the proportion of speaking time via LEDs
placed under the table. Kim et al. [79] opted for a portable solution
for both sensing and displaying of group interaction, in which par-
ticipants wear a badge that extracts speaking time, prosody, and
motion, and displays measures of the interaction on a cell phone.
Overall, while the initial evaluation of these prototypes has been
promising in terms of their individual and social acceptability
and their ability to change behavior in the intended ways (e.g.
improving participation from all the group members), the usability
of such tools to consistently improve group communication in a
variety of social situations is still an open question.

Recent work by the author’s research group [63-66,68-70] has
aimed at studying dominance in small groups in a systematic way,
examining the effects of specific nonverbal cues, dominance esti-
mation models, and sensor settings, as well as the variability of
the human perception of dominance, all with a common data set
and using fully automatic nonverbal cues. Hung et al. [63] ad-
dressed the task of estimating the most-dominant person in a
group using automatically extracted voice cues (speaking time, en-
ergy) from headset microphones, and kinesic cues (coarse visual
activity measures) computed from compressed-domain video re-
corded by close-up view cameras. A simple yet effective approach
assumed that higher activity corresponded to higher dominance.
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Speaking time proved to be the strongest single cue, providing a
classification accuracy of 85% over 5 h of the AMI corpus divided
in 5-min meeting segments. A more thorough analysis was con-
ducted by Jayagopi et al. [70]. The study included an improved
set of nonverbal activity cues, an additional SVM-based approach,
and two classification tasks (most-dominant person and least-
dominant person) divided into two conditions, each of which eval-
uated data with a different degree of variability with respect to hu-
man perception of dominance. The results suggested that, while
audio is the most informative modality, visual activity also carried
some discriminative power (e.g. best performance of 79% classifi-
cation accuracy for the most-dominant task), and also that nonver-
bal cue fusion in the supervised setting was beneficial in some
cases (e.g. best performance of 91% accuracy for the most-domi-
nant task). Furthermore, more challenging data in terms of higher
variability of dominance judgment by people did translate into a
consistent decrease of performance for the automatic methods.
Using the same data, Hung et al. [66] investigated the automation
of the visual dominance ratio studied in social psychology [47],
extending it to the multi-party case, revisiting the “looking-
while-speaking” definition to include all people whom a person
looks at when she/he talks, and the “looking-while-listening” case
to include all cases when a person does not talk and looks at any
speaker. Using visual attention automatically estimated from mon-
ocular video [6], and speaker turns derived from close-talk micro-
phones, the results for estimating the most dominant person
showed that the visual dominance ratio outperformed both its
individual components and the total amount of received attention,
but also that despite this good performance, certain audio-only
cues were still the most discriminant ones. In a different research
line, Jayagopi et al. [69] applied the same methodology to the task
of classifying the dominant clique (i.e, the subgroup of people who
are most dominant) in a conversation, achieving similar perfor-
mance levels (best obtained accuracy of 90%), and observing simi-
lar trends regarding the discrimination of single and fused cues.
Finally, one key issue for moving towards real-life situations is
robustness with respect to the sensor setting. The works discussed
in this section rely on good-quality audio signals extracted from
multiple close-talk microphones, one per speaker. A more desirable
setting would involve non-obtrusive, possibly single, distant
microphones. The case of a single microphone would involve the
need for speaker diarization. This is the problem of segmenting
an audio track from a single audio channel, producing a set of
speech segments and cluster labels for each of the segments in
an unsupervised way (i.e., without information about the number
or identity of the speakers) [1]. Hung et al. [64] studied the prob-
lem of estimating the most-dominant person for the single distant
microphone case, using a fast speaker diarization algorithm and
speaking time as only cue. Not surprisingly, the results showed a
decrease of performance in the estimation of the most-dominant
person compared to the close-talk microphone signals, given the
challenge of accurately segmenting speaker turns from a single
audio source. An important problem when using a single audio
channel and diarization is the lack of direct ways of associating
people identities with the speaker clusters produced by diariza-
tion. One way of addressing this problem, in the context of mul-
ti-sensor spaces, is by exploiting the correlation between visual
activity and speaking activity. This has been studied by Hung
et al. in [65], using some of the nonverbal cues developed in [70]
and combining it with the framework developed in [64].

4.2. Extroversion and locus-of-control
Recent work by Pianesi et al. [106] has addressed the recogni-

tion of two different types of personality traits in small groups,
using the Mission Survival 2 Corpus (MSC-2), a corpus of 13 meet-

ings (about 7 h of data) recorded with cameras and microphones in
which four-person groups discussed and agreed on an itemized
strategy for survival in a disaster scenario [88]. The first studied
trait is extroversion, one of the components of the Big Five model
in social psychology [71], which posits that a person’s personality
is constituted by five general traits, namely extroversion vs. intro-
version, neuroticism vs. emotional stability, openness vs. un-open-
ness, agreeableness vs. disagreeableness, and conscientiousness vs.
un-conscientiousness. The second personality trait is locus-of-con-
trol [114], which quantifies if an individual’s behavior is assumed
to be dependent on his/her own actions (internal orientation) or
on external factors outside the person’s control (external orienta-
tion). For each of the above two traits, Pianesi et al. defined a
three-class classification task, using people’s self-reports based
on standard assessment procedures as ground truth, to classify a
person’s trait as being “high”, “middle”, or “low”. The authors used
a relatively large number of acoustic features following the work
by Pentland [103] and Stoltzman [122], and a small number of vi-
sual cues related to fidgeting, and investigated two questions:
whether social context (i.e., classifying the observations of a person
using also the observations of the other group members) was use-
ful; and whether a feature selection method applied on a person’s
cues was beneficial for classification. Using one-minute time slices
as units of processing, the authors found that the first hypothesis
seemed to hold, while the second one did not. For both extrover-
sion and locus-of-control, the best achieved performance for clas-
sification accuracy was 94%, which is clearly promising.

5. Modeling social relations
5.1. Roles

Much research has been conducted in social psychology and soci-
ology on the subject of roles in small groups for the past 70 years
[58,115]. As proposed by Hare, a primary definition of a role “is that
is associated with a positionin a group (or status) with rights and du-
ties to one or more group members [...] for formal group roles that
members perform consciously” [58] (p.434). At the same time, infor-
mal roles can emerge and be played during group interaction. Many
role categorization systems have been proposed in the literature,
each from a different perspective. For instance, following [58], Hare
distinguishes between functional roles based on forms of differenti-
ation that exist or emerge among group members, and that include
functions like control of others, access to resources, status, and iden-
tification with the group; sociometricroles, where people can occupy
central, friendly, or isolated roles based on the analysis of the group’s
network; emotional roles, which involve roles that are not con-
sciously acted or realized by a group, and can include prototypical
roles such as hero, clown, or scapegoat; and dramaturgical roles,
whichinvolve traditional roles played in social drama, including pro-
tagonists, antagonists, or audience members. In addition to the vari-
ety of role categorization systems, itis also known from social science
that people’s roles in group interaction structure nonverbal behavior
inimportantways[84,57].Asanexample,itis knownthat people that
play high-status roles in groups are often more vocally and kinesical-
ly expressive than their counterparts, and that often receive more vi-
sual attention [57].

Given the multiplicity in perspectives (and associated defini-
tions) of roles in small group interaction, the existing work on
computational models for role recognition has essentially exam-
ined disparate cases [10,133,38,128,68,48,50,108]. The rest of this
section examines each of these approaches.

As part of the work by Banerjee et al. [10] discussed in Section
2.2, the authors also used a decision tree to recognize a number of
intuitively useful roles, including discussion participator, pre-
senter, information provider, and information consumer. The
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method used six features computed over a sliding time window for
each participant, four of which are the same ones used for meeting
phase recognition in Section 2.2, complemented by the amount of
speaking time and the amount of overlapped speaking time with
other participants within the running window. All features were
manually extracted. Experiments on the same data set produced
a best classification accuracy of 53%.

More recently, the work by Zancanaro, Pianesi, et al.
[133,105,38] have investigated the recognition of functional roles
in small groups. Their work first involved the definition of a coding
scheme, described in detail in [105], which included both task-
based roles (i.e., roles related to the coordination and implementa-
tion of the tasks the group is undertaking and to the skills of each
individual towards doing so) and socioemotional-based roles (i.e.,
roles related to the maintenance and regulation of the relation-
ships between the group members). The first type of roles includes
five categories (orienteer, giver, seeker, recorder, and follower); the
second one also spans five classes (gatekeeper, protagonist, sup-
porter, attacker, and neutral). As data, the authors used the Mission
Survival Corpus (MSC-1), an audio-visual corpus of 11 meetings
(approx. 4 h of data) that is actually the precursor of the one pre-
sented in [88], and was recorded with the same scenario [105].
Regarding nonverbal cues, semi-automatic audio cues (including
speaker segmentation from close-talk microphones and the num-
ber of simultaneous speakers within the analyzed window), and
automatic visual cues (two visual fidgeting measures, one for the
body and one for the hand, extracted from motion features com-
puted on skin regions) were extracted and used jointly. An SVM
was used as a classifier for both types of roles, using short temporal
sliding windows with observations for each participant as data
samples. The best reported performance was 65% classification
accuracy and 0.52 F-score for the task-based roles, and 70% classi-
fication accuracy and 0.55 F-score for the social-based roles. No
analysis of the discrimination power of each perceptual modality
was reported. A second approach, reported in [105], used the fea-
tures for all participants to classify the role of an individual, which
resulted in a significant improvement of performance. Dong et al.
[38] extended this work by addressing the same two tasks using
an influence model. Using a subset of eight meetings of the MSC-
1 corpus, the authors found that this generative approach did not
outperform an SVM when using features corresponding to a single
individual and thus neither outperformed the best results obtained
in [105] with multi-person features. However, Dong et al. sug-
gested that the influence model is potentially less prone to overfit-
ting, and also potentially convenient to handle case of recognizing
roles in meetings with varying numbers of participants.

Vinciarelli studied the problem of role recognition in audio
recordings of professional radio news shows [128]. Six roles corre-
sponded to the different sections that people are responsible for or
part of in a news show, including primary and secondary anchor-
man, guest, interviewee, headline person, and weather person. Un-
like a regular meeting scenario, in this type of data not every
person is conversing with each other (they might not even be pres-
ent at the same time). Rather, the conversations are often dyadic
and the sections of the show follow a regular structure, which facil-
itates the role recognition role problem compared to meetings like
the ones discussed earlier in this section. The method uses an ap-
proach that extracts features based on basic concepts of social net-
work analysis and on the duration of each of the role segments. The
reported performance was 85% frame-based classification accuracy
on 96 bulletins (with 12-min average duration). Experiments with
a variation of the approach and another source of radio shows
(talk-shows) was presented by Favre et al. with similar perfor-
mance [48].

Jayagopi et al. [68] recently addressed a role-related problem,
namely the estimation of role-based status in small groups, con-

trasting it to the related (but not equivalent) problem of estimating
dominant people. While dominance has been defined in Section
4.1, status can be defined as “an ascribed or achieved quality
implying respect or privilege, [but] does not necessarily include
the ability to control others or their resources” [57] (p. 898). In
the workplace, status often corresponds to a person’s position in
a group or an organization’s hierarchy, and it is often defined by
a role (e.g. a project manager). Dominance and status are related
constructs: dominant-personality people often occupy high-status
positions in an organization; conversely, high-status people are of-
ten allowed to behave dominantly with their subordinates. How-
ever, these two concepts do not always coincide, and can even
contradict. Using the same meeting data as in previous work (5 h
of AMI data divided into 5-min time slices), Jayagopi et al. pre-
sented a study on prediction of role-based status (the project man-
ager of the team) and dominance using a rich number of automatic
nonverbal cues that characterize speaking activity, visual activity,
and visual attention. The work showed that although dominance
and role-based high status might be related in terms of the associ-
ated nonverbal behavior, they are better explained by different
cues; and that the best single nonverbal cues can correctly predict
the person with highest dominance or role-based status with 70%
segment-based classification accuracy.

Favre et al. [48] also attempted the audio-only recognition of
the project manager and the other three pre-defined roles in a lar-
ger portion of the AMI corpus (138 meetings, 45 h). Using the data
from full meetings, as opposed to thin slices as in the previous par-
agraph, the approach extracts features of each person’s occurrence
on a set of temporal windows, as well as the proportion of speaking
time, and uses a simple Bayesian classifier. Unlike [68], evaluation
was not done at the meeting or meeting segment level, but at the
frame level, like in [133,128]. For the four-role task, a best perfor-
mance of 44% classification accuracy was reported, but interest-
ingly, the project manager class is recognized with 79% frame-
based accuracy. Garg et al. [50] combined this approach with one
that uses verbal information (words derived from manual or auto-
matic speech transcripts). The results using automatic features
showed a significant improvement over the use of nonverbal infor-
mation only, with frame-based classification accuracy of 68% for
the four roles, and of 84% for the project manager-only. This work
shows that for this case, the fusion of verbal and nonverbal infor-
mation was beneficial.

Finally, while much of the existing research in role modeling in
small groups has been conducted in social situations where the
fundamental goal is teamwork, very recent work has started to
examine cases where competition, rather than cooperation or coor-
dination, is the main goal. Raducanu et al. [108] proposed to inves-
tigate the case of role analysis in competitive meetings coming
from a popular US reality TV show, where participants aim at get-
ting a real job in a firm. In each episode, after participating in a
business-related assigned task among two opposing teams, one
participant is fired based on his/her performance in a group meet-
ing led by a strong-minded boss. Raducanu et al. investigated sim-
ple approaches based on manually extracted cues related to high
social status (speaking time and turns, interruptions, and central-
ity), and reported performance for the estimation of both the meet-
ing chairman and the fired person of 85% and 92%, respectively,
using 90 min of meeting data corresponding to a full season of
the TV show.

6. Research infrastructure resources

The research discussed in this paper has been conducted using a
number of collections, each of which varies with respect to the sen-
sor setup, the type of recorded group conversations, the collection
structure, and the type of existing annotations. Existing corpora
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designed and collected with the explicit goal of studying group
interaction include, in rough chronological order:

e The meeting corpus from CMU Interactive Systems Lab (ISL)
[130,17].

e The meeting corpus from the International Computer Science
Institute (ICSI) [94,67,117].

e The meeting corpus from the Multimodal Meeting Manager
(M4) European Project [91].

e The meeting corpus from the US National Institute of Standards
and Technology (NIST) [119,51].

e The meeting corpus from the Augmented-Multi-Party Interac-
tion (AMI) European Project [22,23].

e The Video Analysis and Content Extraction (VACE) meeting cor-
pus from Virginia Tech [26].

e The meeting corpus from NTT’s Communication Science Labs
[96].

e The meeting corpus from the Advanced Telecommunications
Lab (ATR) [19].

e The Mission Survivor Corpora from the Foundation Bruno Kess-
ler (FBK-irst) [105,88].

e A suite of data sets recorded by MIT's Human Dynamics Lab
[79,103].

A summary of information about these corpora appears in Table 2.
It is important to notice that these collections have, in general, a
disparate set of available annotations (some of which have been
enriched over time), as is their degree of availability to the research
community. For purposes of completeness, annotations related to
both nonverbal and verbal information are included. Furthermore,
the data sets vary widely in their degree of ecological validity,
ranging from scripted conversations (e.g. the M4 corpus), to task-
based conversations with pre-assigned roles (e.g. the AMI corpus),
to task-based conversations with no roles (e.g. the MSC corpora), to
real-life interactions that would have happened irrespectively of
the recording process (e.g. in the ICSI and NIST corpora).

In addition, other data sets involving professional media (either
TV or radio shows) have also been used for the research described
here [128,48,108]. While in principle professional media provides
certain characteristics that might facilitate analysis (good resolu-
tion and quality of data, and controlled settings), at the same time
this source of data might impose a number of challenges (including
edited multi-camera video that does not allow to obtain continu-
ous observations for all the group members, single sound sources,
music and other non-speech sources). Furthermore, most profes-
sional material often involves copyright issues and this limits their
public distribution for research purposes.

Table 2

7. Final discussion and conclusions

This paper has presented a review of the current facets of re-
search on automatic nonverbal analysis of social interaction in
small group conversations from sensor data. The number of re-
search problems presented here is by no means exhaustive. The
domain is challenging and still disorganized. In the author’s opin-
ion, some factors that contribute to this high entropy are the
following:

e There is still not a clearly identified (and integrated) community
within computer science on this subject. As the review has
shown, work in this domain has been appearing in half a dozen
communities in computing for the past years, although, as the
statistics in Section 1 show, a significant portion of the literature
appears in audio and speech and in multimodal and multimedia
processing publications. Overall, researchers working in this
domain have often come from different technical backgrounds,
sometimes speak different technical jargons, and have different
expectations on what should (or could) be investigated. Given
the inertia of some of the traditional academic fields that have
spanned this research, a degree of fragmentation will likely con-
tinue to exist for several years to come. This is not necessarily a
negative factor, as the knowledge generated in the different
communities has resulted in a richness of algorithms and tools
that have been partly responsible for some of the most promis-
ing work so far.

e The list of relevant nonverbal cues, group interaction patterns,
and social scenarios is large, as are our perception and participa-
tion in the social world [80]. The list of potential research prob-
lems is therefore large, and certainly larger than the size of the
community working on them today. There is no current consen-
sus on the core problems that ought to be investigated, although
it seems clear that attempting to map every single problem
related to nonverbal communication in small groups using com-
putational approaches is not possible (or even desirable).

e Despite the large progress in social psychology and cognition, no
single theory can answer the questions of what specific nonver-
bal cues and what concrete integration mechanisms are used to
make sense of each social situation. Furthermore, such theories
might not exist at all. As pointed out by Hall et al., “specific non-
verbal behaviors often cannot be mapped onto specific mean-
ings with any certainty” [57] (p. 898), and a social construct
can be expressed or perceived differently depending on the spe-
cific conversational situation.

e Partly due to the previous point, the work in this field has, over-
all, a strong trial-and error, empirical flavor.

Data sets explicitly recorded for small-group interaction research. The data modalities include audio (A), video (V), slides (S), handwritten notes (H), whiteboard notes (W), and
motion (M). The annotations include speaker segmentation (SS), speech transcripts (ST), speaking-turn types (TT), dialog acts (DA), addressing (AD), visual focus (VF), body
motion (BD), interest (IN), dominance (DO), roles (RO), personality (PE), and performance (PF). Only manual or semi-automatic annotations have been included. NA indicates that

a piece of information was not located in the literature.

Corpus Group size No. meetings/Duration Modalities Annotations
ISL [17] 6.4 (avg.) 104/103 h AV SS,ST

ICSI [67] 6 (avg.) 75/72h A SS,ST,DA,IN
M4 [91] 4 60/5 h AV SS,ST,TT,IN
NIST [51] 5.4 (avg.) 19/15h AV SS,ST

AMI [22] 4 167/100 h AV,SHW SS,ST,DA,RO
AMI-12 [73] 4 12/5h 30 min AV,SHW AMI + AD,VF,.DO
AMI-40 [112] 4 40/20 h A SS,ST,DO,RO
NTT [96] 4 4/22 min AVM SS

VACE [26] 5 NA AV,M SS,ST,VF,.DO
ATR [19] 4-9 10/10h AV SS,TT,BM,RO
MSC-1 [105] 4 11/3 h 45 min AV SS,RO
MSC-2 [88] 4 13/6 h 47 min AV SS,RO,PE
MIT [79] 4 36/10 h 48 mim AM DO,PE,PF
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e Regarding perceptual processing, much of the existing work is
still oriented to single modalities and/or often relies on (at least
partially) manual cues. The degree of robustness for the extrac-
tion of social cues vary widely with respect to the data modality
and the sensor setting. Audio cues seem to have an advantage in
this direction. Furthermore, fully automatic multimodal
approaches are still not the most common trend in the litera-
ture, and the true value of multimodal integration in this
domain is still an open issue, even though there is support in
the social psychology literature regarding the connections
between multimodality and nonverbal communication.

e Research resources, including data, annotations, research tasks,
and performance evaluation protocols are by no means mature.
As of today, group conversational data is still, in general, not
easy to record, maintain, distribute, and process. Annotation in
many cases is expensive. Data might not be available in large
quantities to make strong conclusions in terms of statistical
significance.

e An issue that stands out regarding research resources is privacy.
Viewed both as a human right and as a technical problem, pri-
vacy is a fundamental topic that needs to be addressed seriously
in order to make steps towards systematic advances in research.
At the moment, some of the research presented here is not
reproducible or portable across data sets and conditions, due
to the limitations in distributing data for public use when real-
life data is used. On the other hand, data sets collected using
role-playing techniques, scenarios, etc., might be easier to dis-
tribute publicly but might also have more limitations in terms
of ecological validity.

Finally, reviewing a subject like the one discussed here constitutes
a challenging enterprise, and so this article obviously has limita-
tions. The author acknowledges that, inevitably, relevant works
might have escaped his attention, and also that new papers will
have appeared by the time this review is published. Nevertheless,
the author hopes that the research discussed here will provide a
concise entry point to newcomers to this domain, and will encour-
age others to continue making progress along several of the many
research threads that are available today.
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