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Abstract

This paper proposes a general framework for the description of audio within audiovisual sequences for MPEG-7.
These related descriptors and description schemes? were initially defined during the first phase of MPEG-7 and then
evaluated during the Lancaster Meeting held in February 1999. These proposals are based on the underlying premise
that audio content can be expressed by a combination of two synergistic representations, both of which are necessary to
represent audio content accurately. The first is a structured or semantic representation of audio such as a sentence,
paragraph, score, or class. The second is an unstructured representation of the audio simply represented as a continuous
stream of data. Since it is not possible to express all aspects of audio in a structured representation, powerful linking
mechanisms are required between these two representations. We propose an audio description scheme as a basic structure
and representation for audio based on hierarchical, temporal segments. Such a description scheme is essential for both
ease of description and to support content based indexing and retrieval of audio. We also propose a description scheme
for the representation of larger structures such as spoken content in audio, where the annotation is generated using
automatic speech recognition. Finally, we propose linking mechanisms between structured descriptions and unstructured
audio content, as an example facility that would add great power to both of the previously mentioned description
frameworks. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

MPEG-7 aims at standardizing a core set of
descriptors and description schemes to enable in-
dexing and retrieval of audiovisual data [8]. It is
expected that this standard core set will facilitate
those classes of applications that have wide-spread
usage and will provide interoperability. To this end,
higher level representations of the data contained
in multimedia documents will enable a wider range
of indexing and retrieval actions performed on the
content. It will enable the capture of the rich, ex-
pressive structure in audio. A collection of low-level
descriptors focussing on fine time—frequency struc-
ture will be important for identifying specific con-
tent, but one must also consider larger structures
on the audio document scale. Description schemes
for larger structures such as spoken content derived
from audio will be important for identifying audio
content at a semantic level that can be expressed in
terms of words.

In this paper we emphasize three aspects related
to audio structure representation in MPEG-7, each
originating from a different proposal. As such, there
were no a priori connections between proposals,
although we do attempt to note certain relations.
The first proposal, outlined in Section 2, is a de-
scription scheme (DS) that provides a general
framework for the description of audio within
audiovisual sequences. This description scheme
does not mandate any particular extraction scheme
for the audio data encoded, however, we believe
that automatic methods will be used to the extent
permitted by technological advances. The second
proposal, outlined in Section 3, emphasises the rep-
resentation of larger structures in audio, i.e., a de-
scription scheme for representing the spoken
content and summary where the content is
derived using automatic speech recognition (ASR).
The description scheme is based on an automatic
extraction method as opposed to manual annota-
tion, and therefore encompasses the output of
a typical speech recognition system. The third pro-
posal, presented in Section 4, is a general linking
mechanism, relevant to linking within a descrip-
tion, but also extremely useful for creating links
between descriptions, which would serve the pur-
poses of the above description schemes well. In

sum, we provide an overview of the larger compo-
nents at each level of the proposed audio repres-
entation and the connections between the different
levels.

2. Audio structure
2.1. Motivation and overview

The audio description scheme presented below
was proposed and conceived as a parallel structure
to visual description schemes proposed at the same
time [12] for the purpose of having a unified struc-
ture for audiovisual documents. What we present is
a first step towards that. The ongoing work in
MPEG-7 is bringing the audio, and visual, descrip-
tion schemes even closer together. We give a few
brief comments on the latest developments after
describing the proposal.

The purpose of the Distributed Internet Content
Exchange with MPEG-7 and Agent Negotiations
(DICEMAN) [17] audio DS and audio object DS
is to provide a general framework for description of
audio within audio-visual sequences. It provides
a general, hierarchical table of contents, a basic
“template” DS for main segments called audio
scenes, and an index into relevant content in the
form of audio objects [7].

The goal of the main DS is to concentrate prim-
arily on the division of the described media into
temporal segments, both for considerations of ease
of description and ease of retrieval. It does not
attempt to address frequency-oriented segmenta-
tion, though it does not preclude such a thing,
allowing for integration once the right linking and
representation mechanisms are found. The audio
scene DS is intended for general audio use: for both
audio alone, and audio in conjunction with video.
Tt was conceived with representing dramatic
audiovisual material as the foremost goal, and is
similarly very easily applicable to other narrative
or other structured forms (e.g. news). It is applicable
to all kinds of audio material with the exception of
atomic (indivisible, short) sound effects. However,
with this flexibility, we sacrifice specificity, and as
such, do not attempt to prescribe any descriptors.
Section 3 gives a detailed example of a description
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scheme and descriptors with more “bottom-up”
descriptive power.

The overall structure of the audio DS is of a gen-
eral identifier and descriptor that locates and labels
the entity to be described, and a hierarchical struc-
ture dividing the Audio entity into progressively
smaller logical segments. We give some illustra-
tions of general concepts pertaining to this hier-
archy, and then define the Audio TOC’s atomic
unit (leaf node), the audio scene DS. The audio
object DS is then given an overview, along with its
relationship to the rest of the audio DS.

2.2. Audio TOC

The audio table of contents (TOC) plays the
same role as a table of contents in a book. A tradi-
tional TOC divides the book into sections, chap-
ters, and sub-chapters. No part of the book is
unaccounted-for. It allows for quick browsing and
access to large sections — or progressively smaller
sections — of the book. All of this is provided by the
audio TOC. Here, the division units are audio
segments and audio scenes.

The audio TOC is intended to have a strict, clear
hierarchy of segments for casy access to concep-
tually related and temporally contiguous audio
content. Examples may include acts and scenes in
a play, scenes in a movie, announcements and
music in a radio program, or different news stories.
The continuous nature of the segments is to facilit-
ate access by division into manageable units. More
flexible entities may be contained in an index within
a segment, as described below.

Fig. 1illustrates a typical temporal segmentation
into segments and sub-segments. No part of the
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audio stream is unaccounted-for in the first level of
segmentation. Similarly, no part of the segments
which have further segmentation is unaccounted-
for in the sub-segment level. Conversely, there are
no times that are connected to more than one
segment on a given level.

The audio TOC thus forms a strict hierarchy of
segments, each level further down segmenting com-
pletely, without gaps or overlaps. When the seg-
ments cannot be sub-segmented any further, these
leaves are called audio scenes. Fig. 2 gives a simpli-
fied view of the class hierarchies in the Audio TOC
DSs in UML notation [3]. We outline the most
relevant DSs. Note that nearly every DS has tem-
poral descriptors and textual labels attached,
beyond the descriptors that carry the semantics
indicated by‘the DS.

Media reference DS. This simple description
scheme is a place that contains two different types
of descriptors, the time references for the beginning
and the end, and the descriptor allowing for identi-
fication of the described media.

Audio table of contents (TOC) DS. This hierarchi-
cal DS rests as the root of a tree (with audio
segments as branches, and audio scenes as leaves).
It contains from one to any number of Audio Seg-
ment DSs, and a label for the TOC, should a de-
scription be needed.

Audio segment DS. Any group of audio segments
(or audio scenes) lying beneath a single audio seg-
ment (or audio TOC) at the same hierarchical level,
must have contiguous time references with all of the
others at that level, and span exactly the time span-
ned by the parent segment (or entire described
entity). An audio segment may contain any number
of child segment DSs and audio scenes (segments

Audioc Stream

Segment
s-g Sub-Segment

Fig. 1. A plausible segmentation of an audio stream for an audio DS table of contents.
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Audio DS

A

Media Reference
DS

Audio TOC DS

Audio Segment DS

0.*

Audio Scene DS

Fig. 2. A simplified view of the audio TOC DS, showing the sub-description schemes.

without children), as long as the children support
the time (begin and end) parameters. There also
exists a string label for segment identification.

Audio scene DS. If an audio segment contains no
child segments, then it is called an audio scene,
which has its own properties and its own DS, de-
scribed in the following section.

2.3. Audio scene

An audio scene has two definitions, one func-
tional, and one conceptual. The functional defini-
tion is that of a segment (of an audio stream) that
has no sub-segments. That is, an audio scene is
a leaf node in the tree formed by the TOC. Concep-
tually, an audio scene is a temporal section of the
audio stream that is unified by one or more charac-
teristics across the entire stream, and presumably
perceptually different from adjacent scenes in the
stream.

It should be noted that due to the characteristics
of the TOC tree, all temporal units (e.g. frames,
samples) within the described audio stream are
contained in exactly one audio scene. Audio scenes
contain a list of component audio Objects, the

characteristic ambience DS, and relationships (i.e.
transitions and links) with other audio scenes.

When distinguishing audio scenes, significant
characteristics may include background noise
(whether ambient or due to recording character-
istics), reverberation, or the presence or absence of
background music. The distinguishing character-
istics of an audio scene may be summarized in an
ambience DS, detailed below. Fig. 3 illustrates the
subclasses of the audio scene DS. Again, each of the
sub-segments has at least a textual label to supple-
ment the usual semantic descriptors that lie therein.

Ambience DS. This optional description scheme is
essentially a stub to allow users to insert their own
description pertinent to the entirety of the audio
scene. The description contained by this DS is
defined as being a description of the common fea-
ture(s) to the entire audio scene, and distinguishing
it from other, adjacent (in time) description
schemes. Example descriptions may be of a con-
stant “colored” noise, music, or recording charac-
teristics throughout the scene.

Audio object DS. There may be any number of
audio objects within an audio scene, and they are
not subject to the same time reference restrictions
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Audio Scene DS
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Fig. 3. A simplified view of the audio scene DS.

Audio Stream
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® | Ambience DS
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Audio Objects

Fig. 4. An example of audio scenes containing ambiences and unlimited numbers of audio objects.

as segments or scenes (i.e. they may freely overlap).
The audio scene DS is detailed in its own section,
below.

Transition DS. This is a simple description
scheme providing a basic description framework
for the transitions into and out of scenes, represent-
ed by an enumerated list of possibilities.

Scene link DS. This is a light DS capturing rela-
tionships between audio scenes. It consists of a link,
such as one of the type described in Section 4, and
the type of relationship the link represents. There
may be any number of scene links in a scene, as any
scene has a potentially unlimited number of rela-
tionships.

2.4. Audio object DS
Audio objects are time segments which describe

a continuous audio event or process, generally
from one “source”. Examples could be a section of

dialogue from one speaker, a piece of music, or
a sound effect. Each of these different types of audio
objects may have labels, links, and their own DSs
attached to it.

The audio object DS is the other major part of
the DICEMAN audio DS. It exists beneath the
audio scene level to provide some structure to an
essentially unordered list of audio objects. The list
of all audio objects may also conceptually serve on
the top-level as an index, akin to the index in
a book. Each audio scene enumerates the contained
(in whole or part) audio objects, and the top-level
index is the union of all of the component indices
in the audio scenes. A conceptual diagram of audio
scenes and audio objects is shown 1in Fig. 4.

If one wishes to describe the temporal structure
of a fugue, for example, it probably would lie in
a single audio scene. The overlapping motives do
not (and cannot, given our strict definitions of hier-
archies without overlaps or gaps) form hierarchical
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Audio Object DS

1 1 ZI 0.1
Label Parent ref Time ref Identity ref
string Link to parent scene Time Descriptor (Begin, Link to Audioc Object
End)
0.* 0.*

Object fink DS

1 i

Object description stub

Object Link ref

Relation type D

Link to Audio
Obiect

Enumerated list

Fig. 5. The class hierarchy for the audio object.

segments, but rather fit into the model of overlap-
ping objects.

Fig. 5 illustrates a simplified view of the class
hierarchy under the audio object DS. There is more
detail to give a sense of the different links and
semantics that may be attached to an individual
object.

Audio object DS: parent ref. An audio object con-
tains a link to its parent. In many cases it may be
redundant, but it is to accommodate situations in
which an object is separated from the rest of the
audio hierarchy. Depending on the as-yet-unspeci-
fied DDL, or other, binary, representations, it may
be entirely unnecessary.

Audio object DS: time ref. An audio object has
a beginning and an end. The two times must fall
within the range set out by the parent audio scene,
but otherwise, there are no restrictions.

Audio object DS: identity ref. The identity refer-
ence link is used within an audio object if and only
if the object is a direct continuation of the same
entity from a prior scene. In the case of any other
relationships, use the object link DS.

Audio object DS: object link DS. This is a basic DS
capturing relationships between audio objects. It
consists of a link, and the type of relationship the
link represents. There may be any number of object
links for an object, as any object has a potentially
unlimited number of relationships.

Object link DS: scene link ref. This is a link to
a related audio object. The link mechanism is deter-
mined by the DDL.

Object link DS: relation type. This descriptor is an
enumerated list representing different types of rela-
tionships between audio objects. When instan-
tiated, one value is chosen. Possible values in this
list include (non-exhaustive)

e identity (a literal, even waveform-exact, repeti-
tion),

e variation (a non-literal repetition, such as a per-
son saying a word twice in succession),

e identical source (the sound is generated from the
same source as the other),

e continued phrase (the audio object is the con-
tinuation, whether through a phrase boundary
or a pause, of a previous audio object).
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2.5. Future development and refinement

The reason for having the above-described bi-
level structure, with a strictly hierarchical TOC and
unstructured objects was to reach a compromise
between the power of a strict structure, and flex-
ibility to accommodate real sounds, and dif-
ferent styles of description. It is clear that reality
does not always fit into a tree structure, but
enough structures, such as transition segments and
audio objects, exist to help accommodate descrip-
tion.

On further collaboration after the initial propo-
sal it was clear that these structures are not flexible
enough to accommodate all conceivable ones. In
particular, the need for overlapping temporal seg-
ments was revisited by the proposer. Also, a greater
degree of abstraction is needed in order to unify
with the video description scheme. As a result,
current work is going on to generate a generic
segment DS that will be used across media
types. The TOC structure will be streamlined to
use the segment DS, and there will be other “views”
on the data than the existing audio scene-oriented
one.

3. Spoken content and summary derived from
an automatic speech recognition (ASR) system

3.1. Motivation and overview

In this section, we focus on representation struc-
tures for one particular form of an audio object as
defined in the previous section, namely that of
spoken content. Information retrieval from audio
data is sharply different from information retrieval
from text because of the linear nature of audio.
Advances in audio information retrieval techno-
logy are being used to provide insight into the
content of the audio, thereby making it more
searchable. The available methods can be roughly
divided into those that assume speech content in
the audio and those that do not. Multimedia
retrieval techniques have been classified into
“expression” and “semantic” approaches [14,2].
Expression-based retrieval either requires a phys-
ical description of the object to be retrieved, or

a sample search query such as “Give me more like
this”. Semantic retrieval is based on knowledge
about the object to be retrieved which may be
conveyed by annotations or multimedia captions.
Given the proliferation of audio databases today,
systems that can automatically extract information
about the audio content are becoming indispens-
able in comparison with systems that require hu-
man-generated annotations or captions. In this
context, speech recognition technology is well posi-
tioned to support semantic retrieval in audio that
assumes speech content.

Having said this, the caveats associated with the
use of speech recognition technology must be
noted. The primary limitation of the use of speech
recognition for retrieval of audio lies in its limited
accuracy [1,2,137. While the technology is proving
to be increasingly usable, it does not produce
perfect text transcriptions. One aspect of this lies
in the difference in recognition word error rates (an
accuracy measure for speech recognition systems)
between read-speech, and spontaneous, conversa-
tional ot real-world speech. Read-speech produces
a more accurate transcript as opposed to real-
world speech. The implications of this to MPEG-7
audio retrieval based on speech recognition is
that almost all the audio is likely to be spontan-
eous, real-world speech. The accuracy of the
transcript can vary dramatically between 30%
and 70% [6] depending on a variety of factors
such as quality of audio, vocabulary or domain
match, non-native speakers, audio that includes
music and other non-speech sounds, etc. The per-
formance of the information retrieval system is dir-
ectly limited by the recognition accuracy [6]. The
MPEG-7 proposal [4] incorporating other propo-
sals [15] addresses exactly this issue by proposing
a description scheme that consists of several
descriptors to support the output of a speech
recognition system intended to yield acceptable in-
formation retrieval performance despite recogni-
tion errors.

Ensuring that sufficient data is stored in the
descriptor to support accurate later retrieval is thus
the prime criteria for evaluating any spoken con-
tent. Were the spoken content to be based solely on
idealized ‘perfect’ transcriptions, e.g., hand annota-
tions, and created with a specific retrieval task
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in mind this would be a trivial criteria. In prac-
tice, the annotations will be created using an auto-
matic speech recognition (ASR) system and
must support retrieval for a variety of tasks and
languages. In this section, we describe the
representation of an ASR description scheme,
and also describe the linkage between the seman-
tic descriptors and the expression based descriptors
(psycho-acoustic spectral and temporal features
of audio). We show that the expression and
semantic-based audio retrieval approaches are
not mutually exclusive, but can complement
one another in approaching the ultimate semantic
ideal.

Storing the ASR produced transcription is im-
portant to MPEG-7 as the spoken content and
summary of a speech signal reduces the data stor-
age requirements, and, more significantly, provides
words as index terms for the audio that contains
speech. This enables leveraging mature text in-
formation retrieval technology using standard
keyword-based textual queries for audio/video re-
trieval. Appropriate MPEG-7 applications include
storage and retrieval of video databases, retrieval of
historical speech databases, movie scene retrieval
by memorable auditory events such as keywords or
catch phrases, user agent-driven media selection
and filtering, personalized television services to
support selection of services based on spoken con-
tent, semi-automated multimedia editing and edu-
cational applications [9].

3.2. Context of the spoken content

Unlike most audio transformations, the output
of an ASR engine may be considered a stochastic
corruption of the idealised transformation (tran-
scription). As such, in the design of a spoken con-
tent description scheme, especial attention must be
paid to both the limitations of current ASR systems
and the retrieval methods that may be applied to
the content. In this section we will outline the
essential features of ASR outputs and retrieval
techniques which have significant design implica-
tions on the DS.

The majority of ASR engines are based on an
efficient algorithm for matching unknown speech
data to a statistical representation of words (or

sub-word units, e.g., phones?). Due to the difficulty
in associating a unique transcription to an utter-
ance, ASR engines typically decode employing
a lattice containing multiple hypotheses giving the
probabilities of the most likely few words, or
phones, at each time [11]. The most probable path
through the lattice is usually output as the ASR
result, giving rise to the generated annotation.

To illustrate the requirements of the spoken con-
tent description scheme, we may envisage a hier-
archy of retrieval tasks one may wish to perform.
At the lowest level would be searching for an entry
which ‘sounds like’ a given retrieval key. Above
that are words or phrases and, higher still, is re-
trieval employing previously extracted metadata.
The first category may be illustrated by considering
the task of searching for a word, present in the
original audio but not in the ASR dictionary. Often
these are words of low frequency, e.g. a person’s or
place name, but which are crucial for discrimina-
tion in retrieval. The out of vocabulary (OOV)
word will typically be replaced in the decoding by
a similar sounding word or words (see, e.g., Fig. 6).
Evidently, while the accuracy and vocabulary of
ASRs is significantly below that of human capabil-
ity secondary access methods will be required. To
provide this the DS must be capable of retaining
phonetic information.* Without retaining phonetic
information it is possible for users to create annota-
tions which are not retrievable. Although the accu-
racy of phonetic retrieval may be limited, especially
in the cases of short words [10,18], it does provide
an essential safety net.

In the second category we may search an annota-
tion for related words or word stems. Where the
actual word is not present in the best path decoding
(but present in lower ranked paths), such searching

3'Within this paper we will refer to phones rather than pho-
nemes. Whereas phonemes are defined by human perception,
phones are data derived. In general, the sound units defined by
ASR systems are data derived. The effect of the difference be-
tween phones and phonemes is not significant for the arguments
presented here.

“The quantity of phonetic information to retain is up to the
annotator. For example, it may depend on the confidence level
of the words; more where there is a low confidence and less or
none when the confidence in the word decoding is high.
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Fig. 6. A lattice structure for an hypothetical (combined phone and word) decoding of the expression “Taj Mahal drawing...”. It is

assumed that the name “Taj Mahal’ is OOV.
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Fig. 7. Hypothetical decoding of the phrase “Please be quite sure”. Transition probabilities are not shown.

will fail if only the best path is retained. By employ-
ing a word lattice in our DS we permit more re-
liable retrieval by retaining not only the varied
hypotheses but, additionally, the contextual in-
formation that resulted in a particular decoding,
e.g., in Fig. 7 a hypothetical decoding of the phrase
“please be quite sure” is given. The content is
critically dependent on the path traversed, ie.,
“be quite” and “beak white” exist in the lattice but
“beak quite” does not. Aside from the issue of
searching a lattice rather than a linear textual
stream, most of the techniques employed in textual
retrieval may be applied to such a word lattice. An
evaluation of such word-based retrieval (using
word N-best sequences rather than a word lattice)
is given in [6,16].

In the third category, we may consider either
post-processing performed on the ASR lattice or
else, perhaps, hand annotation. The precise tools
employed are unimportant as the textual output of

such post-processing may readily be contained
within the same structure as that which contains
the ASR output. This post-processing may yield
key words or phrases for larger temporal regions,
annotations processed for anaphoric or deictic res-
olution or simple word clustering. Storage of such
information will permit more accurate retrieval
than the raw annotation alone. Such metadata may
be stored within a word lattice identical to that of
unprocessed ASR output with a provenance flag to
indicate the source.

In summary, to ensure that the spoken content is
usable, it is essential that the DS consist of a com-
bined word and phone lattice.

3.3. Spoken content and summary descriptor
scheme

The MPEG-7 spoken content description
scheme enables all of the above-discussed retrieval
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methods. It consists of a number of non-intersect-
ing combined word and phone lattices representing
the different parses of the stream of audio for each
of the identified speakers. These may temporally
overlap. It is not simply a sequence of words with
alternatives. The proposed lattice structure will be
capable of storing the contents of any of the com-
mon formats: N-Best word lists, N-Best phone lists,
the output of Microsoft and Java speech APIs,
predefined taxonomy and combinations of these.
The particular level of detail is up to the annotator.
In the rest of this section we will cover the imple-
mentational details of the structure, which are
shown diagrammatically in Figs. 8-11. Full details
on the data structure may be found in [4].
Briefly, the contents of the descriptor are de-
signed to support multiple speakers (possibly with

overlapping speech), multiple languages/dialects,
and to support retrieval by phones and words and
metadata. The content of the audio descriptor may
be broadly split into two sections: the header and
the lattice proper.

The header, shown in Fig. 8, contains all the
static information essential for efficiently accessing
the contents of the lattice, i.e. phonetic, word and
speaker details.

The phonetic information, shown in Fig. 9, con-
sists of a phone dictionary, confusion matrix and
(optional) index for each of the phone sets used in
the lattice. Different languages, dialects and accents
use different phones. Consequently, for large anno-
tations produced by a number of speakers of mixed
nationalities, several different phone sets must be
stored. In addition, to permit fuzzy matching

Spoken Content DS

0.* t 0.*

1.

Word Dictionary Phone Set

Speaker

Phone Set Index
Dictionary Index

Provenance

Fig. 8. The class hierarchy of the spoken content description scheme (DS).

Phone Set

0.1

0..1

Phone index

Phone Lexicon

Phone Statistics

Phone N-Gram to
lattice location

Text representation

Statistics for
decoding errors

Fig. 9. Class hierarchy for the phone set class of the spoken content DS.
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Word Dictionary

0.1 f 1

Word Index Word Lexicon

Mapping from word Text representation
to location in lattice of words

Fig. 10. Class hierarchy for the word dictionary class of the
spoken content DS.

Lattice

Lattice Block

Lattice Node

0.* 0.*
Word Link Phone Link
Word, Score, Phone, Score,
Target node Target node

Fig. 11. Class hierarchy for the combined word and phone
lattice in the spoken content DS.

between a phonetic query and the annotation, the
phone statistics are also stored. These represent
likely confusions or corruptions in the phonetic
decoding of speech. A holder for an optional index
is included to permit fast phonetic searching, e.g.,

where the lattice is largely word based but with
phonetic links in regions of low confidence, it
would be highly inefficient to search throughout
the lattice for phonetic representations.

The word information is similar to the phonetic
details. Different dictionaries may be supplied for
different speakers either because of different lan-
guages, dialects or accents or because of different
vocabularies spoken. Indexes are, optionally,
provided to allow rapid retrieval at the word
or keyword level. It may be noted that metadata
is considered to be simply a particular form
of a word lattice and so retrieval using metadata
falls naturally within the scope of the word re-
trieval.

The speaker details supplies information about
each individual lattice. Multiple speakers may be
represented by individual, non-intersecting lattices,
for each speaker. Within any lattice the word links
are all of one dictionary and the phone links of one
phone set. The speaker detail gives the identity of
the dictionary and phone set used for the decoding
as well as an optional textual description/label of
the speaker. In addition to the speaker details there
is also a provenance flag which indicates the data
source. Typically this will be an ASR transcription
or, less frequently, a hand annotation. However,
one possibility supported is that of metadata ob-
tained from processing of the ASR output. The
metadata is stored in a lattice in the same manner
as any other spoken content but the provenance
flag indicates its source, €.g., there may be a lattice
representing the ASR output for Alice and addi-
tionally a lattice representing the topics in Alice’s
conversation.

The lattice, shown diagrammatically in Fig. 11,
contains the ASR output and support data for this
task. One critical issue is that the duration of the
annotation and the capability of the retrieval device
cannot be assumed. As a result, we must permit
the lattice to be manipulated in a piecewise fashion,
ie., rather than have absolute indexing we must
employ relative indexing. This permits, e.g., the
data streaming necessary to support video on de-
mand, but naturally results in what is effectively
a linked list data structure. The potential traversal in-
efficiency of this is widely known. To avoid this
problem, the lattice is arranged into a series of



204 A.T. Lindsay et al. | Signal Processing: Image Communication 16 (2000) 193-209

time-ordered blocks of nodes and their timing in-
formation provided in a coarse time index. This,
combined with the indexes, permits constant time
access to the lattice contents.

Each individual block comprises a number
of nodes, information about which nodes belong
to which speakers and an indication of the
audio quality. The last of these permits a level of
confidence to be ascribed to the ASR output: when
the audio is that of corrupted, garbled or noisy
speech the ASR output may be, essentially,
random.

Because we are using a heterogeneous lattice, the
nodes simply represent points in time while the
details reside within the links. Each node possesses
a timestamp (relative to the start of the block) and
may have multiple phone or word links originating
from it. The timestamp is accurate to tsgth of
a second to allow the MPEG-7 standard to be used
for, e.g., speech corpora.’ The word (and phone)
links indicate the word (or phone) represented
along with the node index offset to the target node
and the score for this transition. By employing an
offset rather than an absolute index we may reduce
memory requirements as well as permit block-wise
loading of the lattice.

The proposal outlined in this section is capable
of storing a wider range of data than is currently
available from any one system. Topics such as blind
source separation, speaker identification, language
identification, multilingual decoding, topic spotting
and linguistic parsing/keyword clustering are all
extremely active areas of research and research
systems capable of performing any one of these
tasks are available. In addition, the current capabil-
ities of ASRs in noisy environments leave much to
be desired. Nevertheless, the pace of advance in
both algorithms and computational power over the
last decade indicates that to ensure that the
MPEG-7 standard is useful for a long time, these
capabilities must be included.

5Many applications will require an accurate temporal
alignment, e.g., were one to employ the MPEG-7 annotation
as training speech corpora for speech recognition or synthe-
sis systems, alignment to better than phone resolution is re-
quired.

3.4. Linking of spoken content/summary
descriptor with audio object DS

Real-world audio/audiovisual data typically con-
sists of spontaneous speech as opposed to read
speech. Speech recognition accuracy for such audio
can be quite poor. Since the objective of the
MPEG-7 descriptors and description schemes is to
arrive at a set of general descriptors that do not
assume any knowledge of the audio content (e.g.,
mainly speech versus music/non-speech), the de-
scriptors must generate reasonable representations
for any content. Although speech recognition sys-
tems may be trained for silence detection, they typi-
cally generate spoken content for any audio
including music, background noise and noisy
speech. The annotation corresponding to the non-
speech segments in the audio is unpredictable and
may contain several inaccurate keywords likely to be
used erroneously as index terms for the retrieval
Further, the summary based on the spoken content
will be inaccurate too. Indexing and retrieval on such
highly inaccurate spoken content will definitely result
in markedly lowered precision in the retrieval system.

The linking of the spoken content/summary de-
scriptors to the audio object DS reduces this prob-
lem. As seen in Section 2, audio objects are time
segments that describe a continuous audio event
such as music, background noise or speech. The
actual method used for the classification of the
audio event may be based on analysis of the audio
descriptors. This basic audio classification sup-
ported by the audio object DS together with the
spoken content output from the speech recognition
system results in a more accurate representation of
the audio stream. The indexing and retrieval tech-
niques based on the spoken content when com-
bined with the audio classification can achieve
higher precision performance in the retrieval sys-
tem [15]. The benefits of this approach were found
to be incremental when performing queries within
a given audio/video segment since the inaccurate
index terms are highly unlikely query terms given
the metadata associated with the audio/video
stream. However, the benefits of this approach
when searching across large unknown audio/video
databases are likely to be compelling because the
query terms are not constrained in any manner.



A.T. Lindsay et al. | Signal Processing: Image Communication 16 (2000) 193-209 205

4, Generic and specific links for audio content
4.1. Introduction

Almost all of the proposals dealing with
MPEG-7 description schemes, including the one
described in Section 2, make use of hyperlinks in
one form or another. In most cases linking mecha-
nisms have been implied and not detailed. The
following section uses the interplay between repres-
entation and realization of audio signals to give
a rationale for the need of a powerful linking
mechanism in describing contents, tries to unify
proposed and implied linking mechanisms, and
attempts to summarize the current state of the
discussion after the MPEG Seoul meeting, March
1999.

Most acoustic multimedia data have a common
property which distinguishes them from visual
data: They can be expressed in two equivalent
forms, either as an unambiguous textual repres-
entation that establishes a “ground truth” (score,
script, book) or as a realization (sound recording).®
In most cases, the symbolic representation captures
nearly all of the important information, but misses
emotional and other nuanced aspects of a realiz-
ation. On the other hand, the symbolic representa-
tion either contains additional structural infor-
mation or makes it comparatively easy to structure
this information.

4.2. Describing links

Consider, for example, the audio or video record-
ing of the staging of a theatre play. The symbolic
representation of the play has a rich structure built
from acts, scenes, and dialogues, but the audio
recording is just an unstructured continuous
stream of data. The same holds true for an audio
book where the printed representation has both
a surface structure (pages) and a deep structure
built from parts, chapters, sub-chapters, footnotes
and cross-references. Finding and addressing speci-

6The one visual analogue, the story board, is much more
rarely used, and therefore less recognized as an indisputable
ground truth, Additionally, it is often a translation between two
visual media, and not between signal and symbol.

fic structures (pages, chapters, etc.) in the realiz-
ation (audio recording) are either time consuming,
complex, or impossible. This picture changes im-
mediately when the audio stream is time-aligned
with its symbolic representation, allowing for n-
dexing of the surface (signal) structure. Further-
more, when aligned using a DS such as that
described in Section 2, one may access the deep
(content-driven) structure. For recorded speech,
standard text-mining technologies can be used to
locate sequences of interest and the structure in-
formation can be used to segment the audio signal
into meaningful units like sentences, paragraphs or
chapters. When using the above DS for deep struc-
ture of non-textual content, enhanced browsing
may still be supported. Even if the transcript is
unstructured in the sense that it does not contain
structural information like acts, scenes, speaker
changes and the like, either the individual charac-
ters or words of the text can serve as means to
partition the document and thus create a very basic
kind of structure. Nevertheless, it makes sense to
differentiate between unstructured and structured
documents and handle them slightly differently.
Fig. 12 shows links between a structured repres-
entation of SHAKESPEARE's play Hamlet and the
audio recording of a performance.

With two slight modifications the same tech-
niques can be applied to speech material for which
no transcript is available: Since the text is not
available the transcript has to be generated by
speech recognition and the structure has to be
deduced from the audio data. The intrinsic prob-
lems with this have been detailed in Section 3.

The same is true for annotating a musical perfor-
mance with its score. However, in this case besides
technicalities like the need for a different synchroni-
zation engine a new problem arises. For almost all
music a single point in the audio recording will
correspond to many “texts” in the symbolic repres-
entation: As soon as two instruments play together
notes in two different voices in the score have to be
linked with the audio recording, i.e. one-to-many
links are needed.

The problem of linking audio with text can be
seen as a “hyperlinking” problem and can be
addressed with one of the available hyper linking
standards. However, since often neither the
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Fig. 12. A hypothetical structured text representation of a play, with curved lines representing links to audio material.

recording nor the text can or should be changed,
a simple hyper-link scheme as provided within
HTML is not sufficient. Instead, it is necessary to
use so-called ‘independent’ hyper links, which are
external of the files they link. In addition, these
hyper links must be bi-directional (text to audio
and vice versa) to allow both, applications like
querying the text and playing back the speech, as
well as playing the audio and switching on a dis-
play of the score at an arbitrary point in time.

4.3. Representing links

One model for independent hyperlinks is the
HyTime ilink [5] scheme. Similar functionality can
be provided by other implementations and will be
provided by XML linking mechanisms. In the fol-
lowing discussion SGML and HyTime will be used
as examples. An independent link consists of three
components.

e Anchors, which are regions or points in a text or
audio document.

v v
Locator Locator

k’bi-directionaf B @
link

Fig. 13. The canonical bi-directional link provided by HyTime.

e Locators, which locate or address anchors.

o Links, which link or connect locators (see
Fig. 13).

The ISO/IEC HyTime standard offers locators to

uniquely address elements (subtrees) within SGML

documents. This mechanism assigns a list of integer

values to each node of an SGML tree. The list of
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integer values is the ‘road map’ to get from the root

of the SGML document (tree locator ‘1°) to the

specific SGML element using several ‘traffic rules’
to generate the tree locator integer list. These rules
are

e The ‘journey’ starts at the root element and adds
one integer for each horizontal level below on the
way down the SGML tree.

e The root element of the SGML tree has the tree
locator ‘1’

e Each integer stands for one horizontal level of
the SGML tree.

e Each integer value is generated by counting the
number of nodes from left to right. Only the
children of the node above are taken into account.

e The leftmost node (left most child) of a node
above is assigned the integer value ‘1”.

Starting at the root element (tree locator ‘1°) and

taking all the above rules into account to generate

the tree locator, the nodes (elements) of the follow-
ing abstract tree will be addressed by the tree

locators listed in Table 1.

4.4. Links and their applications

Tree locators provide a powerful addressing
mechanism that covers a wide range of special cases
like lattice structures or matrices. Whether addi-
tional location mechanisms to point into audio
(and video) streams are needed is currently still
discussed among the MPEG community.

Besides being essential in synchronizing the dif-
ferent modalities of multimedia data, independent

Table 1
Tree locators for the abstract SGML tree

Element Tree

locator

A 1

A B 11

/\ C 12

D 111

B C E 112

F 121

/\ /\ G 122

links can be used to express relations between ele-
ments. This capability of links allows an approach
to audio structure which is complementary to the
one described in the preceding chapter: Not seg-
ments or objects determine the organisation of the
data but a web of links where the link ends may be
spatio-temporal units or almost anything, like e.g.
an instrument, a composer, etc. Whether MPEG-7
will favour one of the two possible approaches,
provide two alternative mechanisms, or offer a uni-
fied approach is still discussed among those work-
ing on description schemes.

5. Conclusions

This paper summarizes some MPEG-7 audio
description schemes and descriptors necessary to
capture the expressive structure in audio. The
audio description schemes parallel the visual de-
scription schemes towards arriving at a unified
structure for audiovisual documents. The descrip-
tion schemes and linking mechanisms are intended
to facilitate temporal description of structure in
audio. A collection of low-level audio descriptors
that support expression-based retrieval is appropri-
ate for capturing the spectral and temporal features
in audio. Higher level descriptors are necessary to
provide semantic retrieval from a richer representa-
tion of the structure in audio expressed as a textual
content and summary descriptor. A mechanism to
solve a need most commonly felt in audio (linking
descriptions and transcripts with audio content) is
generalized to form a very powerful generic method
for use across MPEG-7. Combined low-level and
high-level descriptors are intended to facilitate
retrieval of audio content. Thus, the proposed
description schemes and descriptors are intended
to simplify description and retrieval of audio
confent.
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