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Abstract— We propose to leverage recent advances in reliable
2D pose estimation with Convolutional Neural Networks (CNN)
to estimate the 3D pose of people from depth images in multi-
person Human-Robot Interaction (HRI) scenarios. Our method
is based on the observation that using the depth information
to obtain 3D lifted points from 2D body landmark detections
provides a rough estimate of the true 3D human pose, thus
requiring only a refinement step. In that line our contributions
are threefold. (i) we propose to perform 3D pose estimation
from depth images by decoupling 2D pose estimation and 3D
pose refinement; (ii) we propose a deep-learning approach that
regresses the residual pose between the lifted 3D pose and the
true 3D pose; (iii) we show that despite its simplicity, our
approach achieves very competitive results both in accuracy
and speed on two public datasets and is therefore appealing for
multi-person HRI compared to recent state-of-the-art methods.

I. INTRODUCTION

3D human pose estimation is an essential part of many
applications involving human behavior analysis, like 3D
scene understanding, social robotics, visual surveillance and
gaming. For instance, in social HRI, the ability to sense
the 3D pose of humans provides to the robot the means to
further recognize their activity or evaluate their interaction
engagement. However, although 3D pose estimation has
been a very important topic of research, factors like person
self occlusions, pose variations, sensing conditions and low
computational budget increase the challenge of deploying
accurate, reliable and efficient 3D pose estimation systems.

State-of-the-art. Early approaches on 3D human pose es-
timation detect body landmarks in the image that are then
coupled with 3D human pose priors that account for body
kinematics and physical constraints [20], [18]. Nowadays,
Deep Neural Networks (DNN) have become the mainstream
approach, which lead to the emergence of a large number of
methods to address 3D pose estimation from color [4], [12],
[23] and depth images [7], [17], [15], [19], [22].

From a methodological perspective, methods can neverthe-
less be grouped into two main threads: fitting and learning
methods. The former ones extend earlier works, but rather
use CNNs to localize 2D body parts, and then fit a 3D
body pose model along with constraints via an optimization
objective defined in the image domain [2] or in the 2D-to-
3D joint space [11], [4], [23]. Learning based methods take
advantage of the recent DNNSs to directly predict and regress
the 3D locations of the body parts with fully connected
networks [6], [12]. Although simple, the 3D coordinate
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Fig. 1: Proposed decoupled residual pose approach: a)
bottom-up multi-person 2D pose detection; b) for each
detected person, 2D body joints are lifted to the 3D space. c)
3D pose estimation using a residual pose regression network.

regression has proved to be an effective and efficient solution.
Moreover, information about pose kinematics can been in-
corporated as an additional limb loss [21], using a structured
prediction layer [1], or via a re-projection regularizer [10],
[24]. However, a drawback of these models is that they
predict the 3D coordinates with respect to a root joint that is
assumed to be known in advance, or which in practice needs
to be predicted as well.

The depth data modality has also been largely exploited,
since compared to color images it is texture and color
invariant, and helps to remove the ambiguities in scale and
shape by providing direct access to 3D information. As
with color, some methods tend to rely on fitting approaches,
for instance by identifying one-to-one relationships between
cloud points and a 3D mesh via Iterative Closest Point
(ICP) [26] or using random forest [22]. Other approaches
model the 3D location distributions of 3D points with respect
to their parents in a kinematic tree [9], [19]. As a typical
example, the seminal work of Shotton [19] employed random
forests to classify depth pixels into different human joints
and used weighted voting to estimate their 3D locations.
Deep learning also improved upon these works [7], [15],
[5], [25]. In [7], multi-view human pose estimation is solved
by learning a view invariant feature space and iteratively
refining the 3D coordinates with a Recurrent Neural Network
(RNN). In [15] depth images are transformed into a voxelized



representation and 3D Gaussian likelihoods are predicted for
each body joint per voxel using a costly 3D-CNN. However,
these methods usually work on image crops centered around
the person. As a consequence, to handle the multi-person
case, a person detector is still needed as a first step, followed
by multiple forward passes of a relatively heavy image
processing network to estimate the 3D pose of each detected
person, leading to an increased computational cost.

Approach and contributions. An overview of our approach
for accurate and fast multi-person 3D pose estimation is
presented in Fig. 1. Our main idea is to better exploit the
depth information and decouple the task in two main steps:
2D multi-person pose estimation and 3D pose regression.
The motivations are that the first step can benefit from
recent accurate and efficient architectures to achieve this task,
and that the second one can be done efficiently by directly
regressing the 3D pose coordinates from the 2D ones in two
substeps: a simple but effective scheme which lifts the 2D
estimates to 3D using the depth information and pose priors
(to handle partial occlusion); and a novel efficient residual
pose 3D regression methods that works on this set of points.
This makes our approach computationally ligher for multi-
person HRI settings since compared to CNNs applied to
image crops for 3D pose prediction, the cost of our 3D
regression scheme is much smaller, and the cost saving is
proportional to the number of person in the scene. In this
context, our contributions can be summarized as:

o we investigate an innovative method decoupling the
3D pose estimation task into an accurate and efficient
CNN-based 2D bottom-up multi-person pose estimation
method and 3D pose regression;

o we propose a simple 2D-to-3D lifting scheme which
handles 2D body joint miss detections;

« we introduce a novel method for 3D pose regression
from lifted 2D estimates by relying on a residual-pose
deep-learning architecture;

» we demonstrate that despite its simplicity, our approach
achieves very competitive results on different public
datasets and is suitable for multi-party HRI scenarios.

Models and code will be made publicly available. The paper
is organized as follows: Section II introduces our strategy for
2D pose estimation and lifting. Section III presents our ap-
proach and regressor neural network architecture for residual
pose learning. Experiments are described in Section IV, and
Section V presents our conclusions.

II. EFFICIENT 2D POSE ESTIMATION AND LIFTING

This section describes the CNN architectures used for
accurate bottom-up 2D pose estimation and our proposed
method for 2D-to-3D body joint lifting and for handling
miss-detections due to (self-)occlusion or failures.

A. CNN-based 2D Pose Estimation

We follow recent breakthroughs in multi-person 2D pose
estimation that use a CNN to predict confidence maps p(-)
for the location of the body landmarks in the image and part
affinity fields ¢(-) for the location and orientation of the
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Fig. 2: CNN architectures used for 2D pose estimation.
(a) Pose Machine architecture implemented by RPM and
MPM [14]. (b) Our extension of the Hourglass network for
multi-person 2D pose estimation.

limbs [3]. We analyze different CNN architectures and the
impact of their 2D estimates on the quality of the 3D pose.

Three architectures are considered. The two firsts are the
efficient pose machines based on residual modules (RPM)
and the one based on MobileNets (MPM) introduced in [14].
These are lightweight CNNs that refine predictions with a
series of prediction stages and are designed for efficient 2D
pose estimation with real-time performance, see Fig.2 (a).
Additionally, we consider the Hourglass network architec-
ture [16] which was originally proposed for single person
pose estimation. It comprises a series of UNet-like networks
that process image features at different semantic levels. We
follow the original design but adapt the output to predict
part affinity fields to match our multi-person scenario by
branching a duplicate of the confidence maps prediction
layers (Fig.2 (b)).

B. Pose lifting

Given 2D landmark detections, we use their correspond-
ing depth values Z to lift them according to x =Z-K -
(XimgsYimg, 1) ", where K = diag(1/f,1/fy,1) is the depth
camera matrix. However, different errors can arise. For
example, a 2D detection might have missing depth value due
to sensing failures. Additionally, as is common in typical HRI
scenarios, self and between-person occlusions will naturally
result in missing body detections.

In this paper, in these cases, rather than feeding our re-
gressor with dummy values which might bias estimations, we
propose a simple recovery method. First, in case of missing
depth values, we use the mean depth of the points with
valid depth information in the landmark’s vicinity. Second,
in case of missed landmark detections, we rely on a 3D pose
prior to infer their expected coordinates. However, rather
than relying on expensive-to-compute prior [20], we follow
a simpler 3D limb prior based on pairwise relationships
between limb vectors. Following a tree of limbs from the
skeleton and taking the spine limb as root (see Fig. 3(a)), we
consider adjacent limbs, encode their 3D direction and length
within a joint Gaussian distribution p(li,lye(;,)), and learn
the model parameters from training data. Then, to predict
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Fig. 3: (a) Skeleton and limb pairwise relatlonshlps (b)
illustration of the error introduced by the lifting process
of the 2D detected landmarks; (c) mean absolute error on
each coordinate when using the 3D lifted points as the 3D
estimation on the ITOP dataset.

the lifted coordinates X; of a missed landmark, we consider
its associated limb /; in the skeleton whose other landmark
is already lifted, and compute the mean of the conditional
Gaussian distribution p(li|lpa(;,)) of I; conditioned on its limb
parent pa(/;) to further compute x;.

Note that our approach requires some body landmarks to
be detected. Indeed, as in our opinion it is unrealistically to
attempt determining the complete 3D pose of the person from
a few detected body landmarks, e.g. the arm, we assume that
at least the spine limb and other two body landmarks in the
trunk (shoulders, heaps) are detected.

III. HUMAN 3D POSE ESTIMATION

This section presents our residual-pose learning approach
to predict (in a camera coordinate frame ) the 3D coordinates
of a human skeleton comprising J body landmarks.

A. Residual Pose Learning

Provided the 2D body landmark detections, our lifting step
provides a rough estimate of the 3D pose. Yet, lifted values
will exhibit 3D pose estimation errors, specially since lifted
3D points lie on the depth surface rather than represent the
inner joint (see Fig. 3). In this regard, in absence of other
sources of errors (missed detections, occlusion, etc.) we can
argue that such estimates differ only from the true 3D pose
by some coordinate offset. This inspired us to follow a simple
yet effective approach to obtain refined estimates from rough
lifted estimates.

Our approach can be set as follows: given a rough 3D pose
estimate X € R’*3 obtained from the 2D landmark detection
lifting step, and its true corresponding 3D pose x* € R/*3,
the neural regressor f can focus on modelling their residual
X*—X as:

fR)+%=x". (1)

The function f(X) is the residual to be learned. Graphically,
these residuals represent the vector of coordinate offsets
that are necessary to predict the true 3D pose x* (hence
a residual pose). Architecturally speaking, the operation
f(X) +x is performed by a shortcut connection with the
identity mapping of X, as shown in Fig. 4.

Additionally, we can augment X by incorporating the
confidence of the 2D detections provided by the 2D pose
estimation CNN. This will add an extra dimension for
each detected landmark X € R/*#. In such case the shortcut
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Fig. 4: Residual pose learning framework. Our neural net-
work regressor receives as input a lifted 3D pose X. Due to
the global skip connection, the regressor has to predict the
residual pose f(X) to be added to X to predict the true 3D
pose. The building block of our neural network regressor
is a linear layer followed by batch normalization, ReL.U
activations and dropout, and with a skip connection.

connection works as a pooling layer that removes the extra
dimension to match the one of x*. We analyze this particular
case in Section IV.

B. Neural Network Regressor

We aim to find a simple and efficient network architec-
ture f that performs well enough in the regression task.
Fig.4 shows a diagram with the basic building blocks of
our architecture. It is a multi-layer network consisting on
a series of fully-connected layers, each followed by batch
normalization, ReLU activations and dropout layers. The
first layer receives as input the lifted pose X and outputs
2048 features. This number of features are kept fixed until
the output layer that generates the residual pose vector in
R7*3. Each of the inner layers have skip connections. One
can normally squeeze as many inner layers S to make the
regressor deeper. However, in this paper we set S = 3.

C. Pose Learning Loss

Let X = f(X) +X be the 3D pose prediction. We use the
following loss to train our neural network regressor

res *ZHXZ_XlHlu (2)

where X7 is the ground truth of the body landmark i and &;
is the 3D prediction for such landmark. In our experiments
we use the smooth L1 norm as we found out that it works
better than the L2 or plain L1 norms.

IV. EXPERIMENTS

We conducted several experiments to evaluate our ap-
proach effectiveness in single and multi-person scenarios.

A. Depth-image datasets

ITOP [7]. This dataset consists of images in a single person
pose estimation setting. It has 18k and 5k depth images
for training and testing, respectively, recorded with an Asus
Xtion camera. It was built from 20 subjects performing 15
different actions each.

CMU-Panoptic [8]. It comprises multiple recordings ac-
quired with different sensor devices such as color and depth



cameras (Kinect2). We consider a subset of the depth record-
ings from the Haggling category. The setup contains several
interacting people with diverse body pose configurations
with respect to the camera and between-person interactions.
For training we selected 15k 3D person instances from
the sequence 170407 _haggling a3 for training. For testing
1.5k 3D person instances were selected from the sequence
170407 _haggling_b3.

B. Evaluation metrics

Mean average precision (mAP). As standard practice in 3D
human pose estimation, we use mean average precision at 10
cm (mAP@ 10cm) to measure the 3D detection performance.
A successful detection is considered when the detected 3D
body landmark falls within a distance less than 10 cm from
the ground truth. We report the average precision (AP)
for individual body landmarks and to measure the overall
performance, the mean average precision (mAP) defined as
the mean of the APs of all body landmarks. Larger values
are better.

Mean per joint position error (MPJPE). It measures the
average error in Euclidean distance between the detected 3D
body landmarks and the ground truth. Lower values are bet-
ter. We report MPJPE in centimeters for each body landmark
and their mean for the overall performance (mMPJPE).

Percentage of correct keypoints (PCK). We use PCK to
evaluate the performance of the 2D pose estimation task.
It relies in the precision and recall that result from the
percentage of correct detected keypoints (body landmarks).
We follow the evaluation protocol presented in [13]. For
each joint (e.g. knee), true positives, false positives, and false
negatives are counted using a radius obtained according to
the height of the bounding box (ground truth) containing the
person. Then, the precision and recall rates are calculated
by averaging the above values over a set of varying radius,
body landmarks, and dataset samples.

C. Implementation details

Image pre-processing. We normalize the depth images by
linearly scaling the depth sensor values in [0,8] meter range
into the [—0.5,0.5] range.

2D CNN architectures and training. We keep the
performance-efficiency trade-off reported in [14] and exper-
iment with RPM with 2 stages and MPM with 4 stages. We
configure the Hourglass architecture (HG) to 2 stages as it
was shown that performance saturates at this point [16].

We train the 2D pose estimation CNNs using Adam. To
avoid overfiting due to the low number of depth images in the
addressed datasets, and increase the 2D pose performance,
we train the networks for 13 epochs with the large synthetic
people dataset introduced in [13]. Then, the CNNs are
finetuned using the real dataset (ITOP or CMU-Panoptic)
for 100 epochs.

Residual Pose Regressor. We train our neural network
regressor for 200 epochs using Adam and minibatches of
size 128. We apply standard normalization to the 3D lifted
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Fig. 5: Performance of the different CNNs for 2D pose esti-
mation. Left: 2D pose estimation performance measured with
recall and precision curves. Right: resulting 3D estimation
pose performance in terms of MPJPE for each body part.
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CNN model MPM RPM HG
FPS 84 35 18

# Params 3049K 2.84M 12.9M
F-Score (2D) 0.96 0.96 0.97
mAP@ 10cm 85.61 85.96 85.97
mMPJPE 6.83 7.18 6.78

TABLE I: 2D and 3D pose estimation performance obtained
for the different 2D CNN architectures and their computa-
tional complexity.

pose and the 3D ground truth pose by substracting the mean
and dividing by the standard deviation. We select le —3 as
initial learning rate and decrease it by 2 every 20 epochs.

D. Experimental results

2D Pose Network Architectures. We evaluate the quality
of the 2D pose predictions for the 3D pose estimation task
in the ITOP dataset. Fig. 5 shows the 2D pose estimation
performance curves and the 3D pose error in terms of MPJPE
for the different CNNs. Table I summarizes these results
with the maximum F-Score obtained for 2D pose estimation,
and the mAP and mMPJPE for 3D pose prediction. Indeed,
providing better 2D pose estimates reflects directly in the 3D
performance. Overall the HG 2D detections provide the best
3D estimates achieving the lowest mMPJPE and better mAP.
We select the HG network for the rest of the analysis.

Computational Requirements. Table I reports the number
of parameters of each CNN and the frames per second (FPS)
required for the forward pass in a single Nvidia card GTX
1050. Note that the FPS is also valid for the multi-person
case since the CNNs predict the pose for each individual in
the image in a single forward pass. Additionally, the neural
network regressor requires 12.7M parameters but runs at
1700 FPS, so its cost, even when applied for multiple person,
is negligible compared to that of a 2D pose CNN. Hence our
proposed approach can run very efficiently in real-time in a
single GPU.

Comparison with the state of the art. Table II compares
the detailed AP scores for each body landmark of our
proposed approach (R-Pose) with the state of the art in the
ITOP dataset. Overall our residual pose learning approach



Fig. 6: 3D pose estimation examples and their 2D projection of our approach on the single person ITOP dataset (top row)

and the multi-person CMU-Panoptic dataset (bottom row).

ITOP (front-view)
AP@10cm

Body part [9] [7] [5] [15] R-Pose R-Pose®* R-Pose~ C-Reg
Head 97.8 98.1 98.7 98.29 98.27 98.13 98.33 97.8

Neck 95.8 97.5 99.4 99.07 98.6 98.56 98.5 98.66
Shoulders 94.1 96.5 96.1 97.18 95.34 95.2 92.78 95.64
Elbows 719 73.3 74.7 80.42 76.52 75.89 74.38 74.24
Hands 70.5 68.7 55.2 67.26 61.69 61.28 59.98 55.01
Torso 93.8 85.6 98.7 98.73 98.56 98.64 98.62 97.57
Hips 80.3 72 91.8 93.23 90.07 90.31 89.4 87.09
Knees 68.8 69 89 91.80 89.13 88.93 88.82 88.29
Feet 68.4 60.8 81.1 87.6 84.28 83.52 83.66 83.99
Mean (mAP) 80.5 77.4 84.9 88.74 85.97 85.71 84.9 84.17

CMU-Panoptic
MPJPE (cm) AP@10cm

Body part R-Pose R-Pose* R-Pose~ C-Reg | R-Pose R-Pose®* R-Pose” C-Reg
Head 6.59 6.78 10.17 11.17 96.4 96.67 79.47 72.33
Neck 7.29 7.45 8.5 11.68 96.53 96.2 92.13 74.07
Shoulders 8.55 8.66 10.96 14.38 87.17 85.6 77.17 54.33
Elbows 14.52 14.19 23.86 20.2 59.17 61.97 38.3 28.93
Hands 27.85 27.96 31.16 26.37 16.63 17.47 17.77 6.37

Torso 9.06 8.51 9.92 11.93 93.27 92.67 87.6 67.53
Hips 8.57 8.67 12.16 12.99 91.97 90.27 70.1 66.1

Knees 9.24 943 14.72 13.96 81.8 80.6 58.67 52.33
Feet 11.26 11.19 18.8 15.54 70.77 70.5 52.17 48.27
Mean 12.2 12.2 16.79 16.11 73.41 73.22 59.17 48.44

TABLE II: 3D pose estimation performance. Top: mAP of the state-of-the-art on single person pose estimation setting in
the ITOP dataset, Bottom: mAP and mMPJPE for the multi-person pose estimation setting in the CMU-Panoptic dataset.

shows very competitive results obtaining the second best
performance. The best performing work is [15] that processes
voxelized representations of the 3D space processed with a
3D CNN, and uses an ensemble of 10 models for the final
prediction. Contrary, our residual pose approach is simpler
and efficient. Example results are shown in Fig. 6 (top row).

Multi-person 3D pose estimation. Table II reports AP and
MPIJPE for the multi-person setting in the CMU-Panoptic
dataset. Naturally the ranges of pose profile, multiple scales,
and the quality of sensing make this setup more challenging
than the single person pose setting. The more affected body
landmarks are the hands and elbows with lower AP and larger
MPJPE. Note these are the elements that are in constant
motion and are more affected by self occlusions, compared

to other elements like the torso and head. Fig. 6 shows
prediction examples.

Recovery from 2D Failures. We report the results of remov-
ing the prior recovery component introduced in Section II-B.
Table II shows the performance for the single and multi-
person settings (R-Pose™). The performance drops specially
for the multi-person scenario.

2D Landmark Detection Confidence. We incorporated the
confidence of the 2D detections provided by the CNN that
range in [0,1] in our residual pose learning setting. When
a landmark was recovered by the process of Section II-B,
we set a low confidence value of o = 0.1 to identify them
from the rest. The results are reported in Table II (R-Pose*).
The mAP slightly decreases in this case. However, in the



multi-person setting some especific elements (head, elbows,
hands) have slightly better detection rate.

Coordinate Regression. We experimented with 3D co-
ordinate regression using the neural network architecture
introduced in Section III-B and predict X,Y,Z coordinates
of the body landmarks from lifted 2D detections, dropping
the residual pose connection. Table II compare these results
(C-Reg) with our residual pose approach. The performance
drops for both single and multi-person settings. Certainly
when people appear roughly in the same position, as the case
in ITOP dataset, 3D coordinate regression presents a good
alternative. However, our residual pose approach outperforms
3D coordinate regression in both, single and multi-person
settings.

V. CONCLUSIONS

In this paper we addressed the problem of 3D pose esti-
mation from depth images. We decoupled 2D and 3D pose
estimation and predict the 3D pose from lifted 2D detections.
We proposed a residual-pose regression learning to predict
the 3D pose by refining lifted detections. We introduced a
pairwise 3D limb prior to recover from 2D detection failures
and analyse the incorporation of 2D detection confidence
in our pipeline. Despite the simplicity of our approach we
achieve competitive results in two public datasets for single
and multi-person pose estimation. Our method propose a
more efficient alternative for multi-party HRI settings.

Our study opens the way for new research. One limitation

of our model is that it does not consider the skeleton
kinematics in the learning process. Additionally, body motion
modelling can be introduced to introduce temporal consis-
tency in our 3D predictions.
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