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Outline 

o  Introduction  
o  DIRHA EC project 
o  Some basic methods of signal processing  
o  Sound propagation in an enclosure 
o  Single speaker localization and tracking 
o  Estimation of the head orientation 
o  Multiple speaker localization and tracking 
o  Source separation and extraction 
o  Distant-speech interaction: DICIT EC project 
o  Demo video-clips  
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Introduction 

o  Speech: the most accessible, natural, easy-to-use interface 

o  Attractiveness and usefulness of distant-talking automatic 
speech recognition (ASR) interfaces  

o  From close-talking to distant-talking ASR: a very challenging task 

o  Complexity of the problem due to environmental noise, room 
acoustics, interfering speakers, etc. 

o  Need to “understand” the acoustic scene in real-time before 
applying ASR 

o  Large number of possible applications 



Maurizio Omologo – omologo@fbk.eu 
4 HAVSS 2012 - Multi-microphone signal 

processing for distant-speech interaction 

The DIRHA project 

o  DIRHA project - Collaborative Project – STREP 
o  FP7- ICT - 2011 - 7 - Language technologies 
o  Duration: 36 months 
o  Start date: 1 January 2012 
o  Consortium composition: 

   For more details see the web site   http://dirha.fbk.eu 

  ATHENA RC-IAMU 
       Athens, Greece 

Lisbon, Portugal Milano, Italy 

Torino, Italy Rovereto, Italy 

Graz, Austria 
Trento, Italy 
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General goals of the project – at scientific-technological level 

Acoustic scene analysis Distant-speech interaction 

Voice-enabled home automation 

o  Distributed microphone network 
o  Always listening system  
o  No-push-to-talk activation 
o  Multi-room multi-speaker/sound sources 
o  Robustness to any conditions of a domestic context 
o  Multi-language system [En, Ge (Au-D), It, Gr, Pt] 
o  Motor-impaired end-users 
o  Real installation in end-user homes 
o  Full integration with home automation systems 
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Possible tasks and scenarios 
o  Control doors, 

lights, shutters, 
air-conditioning,   
temperature 

o  Emergency, 
alarm 
management 

o  Phone calls,   
entry-phone 
and other 
communication 
means  

o  Control of radio,  
TV, HiFi, PC, 
etc. 
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What did   
she/he say? 
And what is 
its meaning? 

What is there in the 
environment? What noise 
and reverberation? 

When did 
she/he 
speak?  

Who is 
she/he?  

Where is she/he? 
What is her/his 
head orientation? 

What is the output 
from each loud-
speaker and how is it 
“observed”at each 
microphone? 

Acoustic scene analysis (ASA): basic functionalities to realize 
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DIRHA lab: ITEA apartment 
o  Microphone arrays and 

microphone pairs on walls 
and ceilings 

o  MEMS digital microphone 
arrays 

o  Kinect devices 

o  Loudspeakers (one per 
room) 

o  Intra-phone, entry-phone, 
TV, HiFi, etc. 

 Most of them integrated 
in the same audio 
acquisition framework 
(Fs=48kHz, A/D at 24bit) 
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2 mics 
2 mics 

ITEA apartment – living room 
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Example of multi-channel speech sequence 
Speech signals recorded in the living room 

    Discrepancies in dynamics between different channels 
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Example of multi-channel speech sequence 
Zoom of a short segment of about 300 ms 

   It’s clear that the signals are very different one to another 
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o  Differences among signals: the scene is the same, but sampled at 
different observation points  

o  Complexity of the scene: in general, mix of different source activities 

o  Goal: extract a coherent analysis from this network of sensors 

o  Approach: 
•  Low level signal processing for microphones close each other  

•  Higher level processing for microphone clusters far each other 
•  Integrate multi-channel signal processing with techniques for classification, 

recognition, understanding, etc. 

o  Constraints:  
•  Limited number of microphones  

•  Real-time processing for prototype development 
•  Synchronized platforms (using the same clock) 

How to process all these signals? 
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Main scientific and technological fields 
o  Microphone array processing, use of MEMS digital microphones 

o  Sound source localization and tracking 

o  Source separation and enhancement 

o  Multi-channel acoustic echo cancellation 

o  Acoustic event detection-classification 

o  Distant-speaker ID/verification 

o  Distant-speech recognition, keyword spotting 

o  Spontaneous natural speech understanding 

o  Concurrent dialogue management 

o  Response generation, feedback to the user 

  Robustness of all the involved technologies 

ASA 
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o  STREP Project – FP6 - 2.5.7 Multimodal Interfaces 
o  Duration: October 2006 – September 2009 
o  Coordinator: FBK (I) 
o  Other partners: Amuser (I), Elektrobit (D), FAU (D) Fracarro (I), IBM (CZ, USA) 

o  Integrated Project – FP6 - IST-2002-2.3.1.6 
o  Duration: January 2004 – August 2007 
o  Coordinator: Karlsruhe University (D) 
o  Consortium consisting of 17 partners  

o  FET Open - STREP – FP7 
o  Duration: January 2009 – December 2011 
o  Coordinator: Politecnico di Milano (I) 
o  Other partners: Imperial College of London (UK), Fondazione Bruno Kessler-              

irst (I),  Friedrich-Alexander Universtaet Erlangen-Nuernberg (D)   

DICIT(Distant-talking Interfaces for Control of Interactive TV) 

CHIL (Computers in the Human Interaction Loop) 

SCENIC (Self-Configuring ENvironment-aware Intelligent aCoustic sensing) 

Past EC projects - DICIT, CHIL, and SCENIC 

http://dicit.fbk.eu 

http://www.thescenicproject.eu 
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Some basic audio signal processing methods  
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Audio and speech signal processing: basic notions 
o  Changing speaker position and/or head orientation the 

microphone signal differs substantially 
o  Differences are significant, even when a speaker repeats the 

same utterance standing at the same position! 
o  Non-stationarity of most of the processes generating audio 

activities embedded in the acoustic scene 
o  Need to do an assumption of local stationarity (or quasi-

stationarity) and analyse short intervals 
o  Analysis step and window size from 10 to 200-300 ms according 

to the problem 

Most common approach: 
Short-time Fourier analysis from 
which one derives a sequence of 
       feature vectors                                   …  



Maurizio Omologo – omologo@fbk.eu 
17 HAVSS 2012 - Multi-microphone signal 

processing for distant-speech interaction 

o  Useful to deal with time-varying properties of signals 
o  Based on windowing a given temporal interval of x(n) 
o  Defined as follows: 

  Effect of windowing on power 
 spectrum 

Short-time Fourier analysis 

Rectangular Hamming Windowed signal 

Power spectrum 
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Spectrogram: a very common tool for speech analysis 
Since the 1940s, the Spectrogram has been a basic tool for gaining understan-
ding of how speech is produced and how phonetic information is encoded in it 

o  Examples of        
wide-band spectrogram 

Wideband: STFT analysis done 
with a short window (e.g. 15 

ms) – i.e. a broad bandwidth of 
the filtering in frequency 

Narrowband: larger window size 
(e.g. 50 ms) 

… and narrow-band one 

o  It consists in a gray-scale or a 
color-mapped image on a time 
(x axis)-frequency (y axis) plane.  

o  The gray or color intensity 
denotes the magnitude of the 
Short-Time Fourier Transform of 
the given signal segment for a 
given time instant and frequency 
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GCC-PHAT at single frame 
[see: Knapp-
Carter IEEE 
Trans. on ASSP, 
1976] 

delay 

Given two microphone signals: GCC-PHAT analysis 

€ 

Y0(ω),Y1(ω)where                    denote the short-time 
Fourier transform of the two microphone 
signals for the current frame 
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 d = the distance between the microphones of a pair = 12 cm  

 c = speed of sound  = 340 m/s 

€ 

δ12 = 0.19 ms

€ 

δ34 = 0 ms

€ 

δ56 = −0.25 ms
TDOA at each microphone of a pair can be computed on the basis of 
coherence in direct wavefront highlighted by a peak of GCC-PHAT    

Animation courtesy of Dr. Dan Russell, Kettering University  

TDOAs at microphone pairs 
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Microphone array processing 
o  Microphone arrays are 
multichannel acquisition 
devices that allow 
sampling an acoustic field: 

•  in time 
(synchronously) 
•  in space (with proper 
geometry) 

o  Spatial/temporal filtering allows one to: 
•  change the directivity of sound acquisition 
•  selectively pick-up and enhance the desired signal 
•  cancel or attenuate undesired disturbances 

o  Solid theory available in the literature, many methods 
   successfully applied (e.g. speech enhancement) 
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Sound propagation in an enclosure 
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o  Considering attenuation and delay of propagation 
in a free-field anechoic condition, the simplest 
model is: 

Source at 
Microphone Mi at x(t) = source signal    

yi(t) = microphone signal 

€ 

yi(t) =
K
ri
x(t −Ti)

o  In a real, noisy and reverberant 
environment, taking into account the 
multiple paths due to sound reflections     
on surfaces, a more realistic model is: 

€ 

yi(t) = x(t) * hi(s,t) + ni(t)
         = acoustic impulse response  
for the given set of positions of the 
source and the microphone 

Acoustic signal modeling 
) ) ) ri 

Speed of sound: 

€ 

hi(s,t)

= propagation time    
(i.e., time of flight) 
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o  The reverberation phenomenon is due to reflections from 
surfaces and diffusion and diffraction by objects inside the room 

o  It differs with the positions of source and listener (or microphone) 

o  For each source-microphone position, and source orientation 
(except in the omni-directional case), a different impulse response 

Room acoustics: reverberation 
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o  Real sources (e.g. speakers) are not ideally omnidirectional 
o  Speakers have a distinct directivity pattern 
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o  Frontal pairs: prevalence of direct energy 
o  Other pairs: prevalence of indirect energy 
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Reverberation time and critical distance 

Critical distance: distance from the sound source at which the direct 
and reflected sound intensities are equal. 
Beyond the radius of critical distance, Direct to Reverberant Ratio 
(DRR) is negative (except for sound onset) 

The critical distance 
depends on: 
•  reverberation time 
•  source radiation pattern  
•  source orientation 
•  frequency  

Direct sound 
(follows the Inverse Square Law) 

Diffuse sound 
(Reverberant Sound Level) 

Critical distance Distance 

Level (dB) 

Reverberation time T60: time required for a decay of 60 dB of 
intensity for a sound abruptly inerrupted. 
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o  Far-field source         Propagation of sound as a plane wave 

o  Near-field source         Propagation of sound as a spherical wave 

 A source can be considered to be in the far-field if:  

 where      is the distance to the array,     

     is the length of the array, and         

     is the wavelength of the arriving wave 

Near-field vs far-field sources  

r >~ 100 Hz 

1000 Hz 

5000 Hz 

3.7 cm 

 37 cm 

1.84 m 

L = 25 cm	




Maurizio Omologo – omologo@fbk.eu 
28 HAVSS 2012 - Multi-microphone signal 

processing for distant-speech interaction 

64 

56 

48 

40 

32 

24 

16       

08
01 

Loudspeaker oriented towards the array: GCC-PHAT analysis 

  Far-field can 
not be adopted 
here 

MarkIII 64-mic array 
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Loudspeaker oriented to the right: GCC-PHAT analysis 



Maurizio Omologo – omologo@fbk.eu 
30 HAVSS 2012 - Multi-microphone signal 

processing for distant-speech interaction 
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Loudspeaker oriented to the left: GCC-PHAT analysis 

  Critical role 
of sound source 
orientation 
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o  Additive  
o  Coherent field 
o  Point source 
o  Narrowband 
o  Uncorrelated  
o  Stationary (in time and space) 
o  Known 

o  Convolutional  
o  Diffuse field 
o  Spatially distributed source 
o  Wideband 
o  Correlated (with speech) 
o  Non-stationary 
o  Unknown 

The noise field results from contribution of different sources      
(unknown number, position and characteristics). We can distinguish 
among the following characteristics: 

The noise field at the microphones 

vs 

The complexity of acoustic source location and other multi-channel 
processing tasks can depend on the characteristics of the environ-
mental noise and, in general, on SNR and DRR at each microphone. 
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Spatial coherence of background noise by means of different 
microphone pairs of the Mark III array. Comparison with the theoretical 
coherence for perfectly diffuse noise. 

Frequency (Hz) 

Magnitude Square Coherence: experiments in the CHIL room at FBK 

64 

56 

48 

40 

32 

24 

16       

08
01 

 Good feature for contexts characterized by stationary background noise and by 
no active acoustic sources diffusing spatially coherent fields 
 … and also for calibration purposes  

For perfectly diffuse 
noise (spherically iso-
tropic) and omnidirec-
tional microphones: 

[see Jacobsen, JASA 2000,  
and Brandstein-Ward, 2001] 
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Single speaker localization and tracking 
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The hearing system uses mainly two clues for estimating the Direction 
Of Arrival (DOA) of the sound generated by an acoustic source: 
o  Interaural Intensity Difference (IID) 
o  Interaural Time Difference (ITD) 

Binaural sound localization 

Human perception             ITD 
Automatic source location        Time Difference of Arrival (TDOA) 

o  ITD is considered the 
most important hint for 
sound localization. 
o  IID is mainly useful 
above 1500 Hz, where the 
acoustic shadow produced 
by the head becomes 
effective. see [Blauert, 1983/1997] for a good overview 
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1.  Indirect Methods         dual-step procedures 
2.  Direct Methods           single-step procedures 

Kalman, 
Particle 
filtering, 
Gauss, etc 

Maximization in space of a 3-D (or 2-D)  
Power (or Coherence) Field function 

a.  TDOA estimation 
b.  Apply geometry 

Acoustic source location: common approaches and techniques 

1.  Memoryless solutions       frame-by-frame 
independent estimation of the source position 

2.  Memory-based solutions           regularize a sequence of 
positions on a temporal interval longer than one frame 

High-resolution spectral estimation based on the signal 
correlation matrix and other techniques 

Eigenanalysis, 
MUSIC, 
ESPRIT, BSS, 
etc 
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Speaker Location (SLOC) and Tracking  
o  Most of the research activities since 1990 
o  Early technologies inspired by binaural sound source localization  

(mostly based on interaural time difference) 
o  The most critical issue: derive a Time Difference of Arrival with high 

accuracy from a microphone pair input  
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M0 M1 M2 M3 

M0 M1 

θ01	


a. Estimate the two delays 
b. Cross the resulting directions 

TDOA error statistics  
vs location accuracy 
depends on geometry 

GCC-PHAT is the most 
common correlation 
function used for SLOC 

Trivial two-step solution based on two microphone pairs 
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  Most of the research activities since 1990 
  Early technologies inspired by binaural sound source localization     

(mostly based on interaural time difference) 
  The most critical issue: derive a Time Difference of Arrival with high 

accuracy from a microphone pair input  
o  Other major issues: 

•  Microphone array Geometry 
•  Quantity and Quality of the microphones 
•  Characteristics of Environmental Noise and Reverberation 
•  Number of Active Sources and related spectral contents 
•  Head Orientation (or radiation pattern of a generic source)  
•  Combine Speaker Location, with Speaker ID, and                

Acoustic Event Detection 
•  System Promptness (even with short events, overlapping each 

other) 

Speaker Location (SLOC) and Tracking  
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M4 

M1 M3 M2 

o  use of M1, M2, M3, for a 2D location 
(source assumed on the same plane): 

  M1-M2 for estimation of azimuth 
  M1-M3 and M3-M2 for distance 

o  use of M3-M4 for elevation 

Bearing direction and range estimation can be obtained with a 
reversed T-shaped microphone configuration 

Use of a reverse T-shaped array geometry 
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Prototypes and products based on a reverse T-shaped array geometry 
Device for videconferencing produ-
ced by AETHRA (Italy) since 1999 

Prototype of speaker location and 
tracking realized at ITC-irst in 1994 

o  Developed under EC DIMUS project (surveillance of metro stations)  
o  Since 1997, automatic source location embedded in products for 
videoconferencing (e.g., PictureTel, Polycom) 
o  Reverse T-shaped geometry was the most commonly used 
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Given a set MP of microphone pairs the Global Coherence Field* 
(GCF) [Omologo-Svaizer 1993, 1997] is computed at time instant t 
as: 

where          denotes the theoretical delay for the (i,k) microphone 
pair having assumed that the source is in position s 

Pros: GCF provides a sharper peak than alternative approaches,  
with a consequent decreased sensitivity to noise and reverberation. 
Moreover, it is a direct single-step method. 
Cons: Possible weakness depending on geometry, room acoustics, 
speaker position, head orientation, etc. 

Global Coherence Field 

* References in the literature [see Brandstein-Ward 2001] often use the term SRP-PHAT to 
indicate the above described GCF technique. 
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The audio map of GCF can be 
exploited to derive information 
about talker orientation 

According to head orientation the 
contribution of the various micro-
phone pairs have different strength 

The relative variations of 
GCF around the source 
position are clues to 
deduce source orientation 

Example of 2D GCF in a real 
room 

Use of GCF to estimate Head Orientation 

Oriented Global Coherence Field (one GCF for each direction) 
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Given MP microphone pairs: 

= theoretical delay 

From GCC-PHAT to Global Coherence Field (GCF) and Oriented GCF 

for every direction j: 

More details on GCF in [De Mori 1998] and, in terms of SRP- 
PHAT, in [Di Biase et al. 2001]. As for OGCF, see [Brutti et al. 2005].  
Extended to multiple speaker location, see [Brutti et al. 2008]. Location+Orientation 

Location 
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Given MP microphone pairs: 

= theoretical delay 

From GCC-PHAT to Global Coherence Field (GCF) and Oriented GCF 

for every direction j: 

More details on GCF in [De Mori 1998] and, in terms of SRP- 
PHAT, in [Di Biase et al. 2001]. As for OGCF, see [Brutti et al. 2005].  
Extended to multiple speaker location, see [Brutti et al. 2008]. Location+Orientation 

Location 
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o  Acoustic scene observed 
in the living room of the 
ITEA apartment 

o  Comparison between 
GCFs: 
  based on a six- 

microphone array 
installed on the 
ceiling   

  based on four 
microphone pairs on 
the walls  

o  Combination of GCFs 
gives more precision 
both in 3D location and 
head orientation 



Maurizio Omologo – omologo@fbk.eu 
46 HAVSS 2012 - Multi-microphone signal 

processing for distant-speech interaction 

Map     
of the 
CHIL 
room at 
FBK-irst 

Speaker Tracking and Head Orientation 

GCF 
OGCF 

o  2-D real-time 
speaker tracking 
based on 7 
microphone pairs  

o  OGCF location 
algorithm 

o  OGCF-
threshold based 
speech activity 
detection 
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Multiple speaker localization and tracking 
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Speaker 1 Speaker 1 

Speaker 2 

0 

+50 

-50 

de
la

y GCC-PHAT 

Application of GCC-PHAT with two speakers 
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GCF is then processed in order to remove 
contributions refered to the located speaker.  
GCF is also normalized (in order to apply 
again the same thresholding). 

The new normalized GCF is used to 
look for a possible second active 
speaker. 

Different space positions are 
characterized by high GCF 
values. However, one can find the 
dominant speaker close to the 
upper left corner. 

Example of GCF in a real room 
given two individuals who are 
speaking simultaneously.  

Multi-step GCF de-emphasis to locate multiple speakers 

*more details can be found in Brutti et al., ICASSP 2008 
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Speech Activity Detection (SAD) for Speaker Location and Tracking 
o  In a real noisy and reverberant environment, SAD is a very challenging task! 
o  In a real application, a speaker location and tracking system is also characterized 
by its capabilities to produce in real-time position estimates only when a speaker is 
active, i.e, reducing false alarms and deletions. 
o  The peaks of CSP, or of GCF and OGCF, functions are suitable features in a 
fixed threshold-based speech activity detection algorithm [Armani et al. 2003, 
Brutti et al. 2005]. 
o  In the following example, the speaker was at 3 m distance from the microphones: 
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o  2-D real-time 
multi-speaker 
tracking based on 
7 microphone 
triplets  

o  Use of particle 
filtering 

o  Filtering based 
on an embedded 
speech activity 
detector 

o  Use of GCF de-
emphasis to filter 
different speakers 

Multiple Speaker Tracking – 2 speakers 



Maurizio Omologo – omologo@fbk.eu 
52 HAVSS 2012 - Multi-microphone signal 

processing for distant-speech interaction 

o  2-D real-time 
multi-speaker 
tracking based on 
7 microphone 
triplets  

o  Use of particle 
filtering 

o  Filtering based 
on an embedded 
speech activity 
detector 

o  Use of GCF de-
emphasis to filter 
different speakers 

Multiple Speaker Tracking – 3 speakers 
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Source enhancement  
Blind source separation and extraction 
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Multi-channel source enhancement 
o  Target: improve the quality of the desired speech, by suppressing/

mitigating disturbances/distortions due to multiple sources in a real 
environment 

o  Multi-channel input       spatial filtering, source separation, 
interference cancellation 

o  Various enhancement approaches 
•  Adaptive beamforming + postfiltering 

•  Blind source separation (based on Independent Component Analysis) 

•  Source-model techniques extended to distant-speech 

o  Source separation and extraction 
•  Attractive solution, generally providing cues about source location  

•  Non trivial and still open at theoretical level 

•  With proper constraints       satisfactory performance 
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We just observe a meaningless  
mixture of sources 

MIXING  
SYSTEM 

What is Blind Source Separation (BSS)? 

Independent Sources 

Introduction to BSS (1/2) 
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BSS blindly estimates the demixing system 
to recover the original sources 

Separated 
 Sources 

Introduction to BSS (2/2) 

BSS 

DEMIXING  
SYSTEM 
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Source separation for speech enhancement 

…this is a talk 
on BSS… 

…blablabla… 

…I’m not interested in 
your talk and I’ll sing a 

song.. lalala 

INTERFERING SOURCE 

… This is a talk on BSS … blablabla 

…I’m not interested in your talk and 
I’ll sing a song… lalalal 

h(t) 

w(t) 

TARGET SOURCE 

N=number of sources 
M=number of microphones 

If N=M determined scenario 
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CHIME challenge 2011 
task 

Noisy Processed 

-  Commands spoken in a noisy 
living room 

-  Recordings made using a 
binaural manikin 

-  Different SNR (-6dB…9dB) 

Real-time Blind Source Extraction + 
Speech Recognition 

Demo presented at Interspeech 2011 

Examples 
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Distant-speech interaction: DICIT project 
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Targeted DIRHA prototype: architecture under study 

Speaker 
Localization 

Beamforming and 
Enhancement 

Speaker ID and 
Verification 

Response Generator and 
Synthesis 

Distrib. Home Audio 
Output System 

Central Unit Home 
Automation 

Local and Global 
Maps for Localization 

Speech Recognizer + 
Adaptation 

Acoustic 
Models 

Language 
Models 

Understanding and Concurrent 
Dialog Manager 

Dynamic Data Static Data 
 (user profiling) 

Room 2 Room 3 

Room 1 

Microphone signals 

Graphical User 
Interface 

Acoustic Features 

Speaker 
Models 

Acoustic Event 
Detection and 
Classification 

Acoustic Features Multichannel Acoustic Echo 
Canceler 
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DICIT- scenario and addressed problems  
o  Location of active sources  
o  Head orientation estimation 
o  Selective acquisition of a 

speech utterance and its 
enhancement 

o  Cancelling what is known 
o  Possible separation of 

simultaneously active sources 
o  Distant-talking speaker 

identification/verification 
o  Robust speech recognition  

and understanding 
o  Multi-modal spoken dialogue 

management 
o  Feedback to the user 

o  Acoustic event detection - classification of the nature of the active source 

For more details see the web site   
http://dirha.fbk.eu 
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Example of interaction with one of the DICIT prototypes 
o  Command-and- 
control task  
o  Mono-AEC  
o  Multi-step GCF-
based location 
algorithm for 
multiple speakers/ 
noise sources 
o  Limited inter-
action area 
o  English and 
Italian languages 
o  Speaker ID 
o  Speaker inde-
pendent FBK-irst 
speech recognizer 
o  Use of real STB 
o  Video-clip recor-
ded at ICT 2008 
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The DICIT final prototype 
o  Multi-channel acoustic processing for acoustic scene analysis 

Block diagram of DICIT system: the upper part runs on a PC;  
the lower part runs on a second PC interfaced to STB, TV,    
and remote control. 

o  HMM-based ASR 
o  Three languages (D, E, I) 
o  Dialogue management 

based on natural language 
understanding 

o  Interfaced to a real STB 
o  Multi-modal (speech +            

remote control) 
o  Output both graphical  and 

as synthetic voice 
o  Evaluation performed in 

seven sites (on 172 subjects) 

 VIDEO 
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The DICIT final prototype 
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DICIT: 
Video clip presenting the final prototype 

o This video was 
recorded at 
IFA2009-TecWatch, in 
a real context 
characterized by 
very adverse noisy 
conditions 

o During the proto-
type evaluation 
campaign, in ge-
neral the system 
had to deal with 
quite more com-
plex queries 

o Other examples 
can be found in the 
website  

The DICIT final prototype: example of interaction in noisy conditions 
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Discussion and Conclusions 
o  Distant-speech interaction involves several processing steps from 

microphone signal to speaker location, to enhancement, 
understanding and dialogue management 

o  Under unconstrained conditions it is a very challenging task 
o  Robustness can be improved in a context of distributed microphone 

network combined with acoustic scene analysis 
o  Current efforts under DIRHA towards a flexible framework for 

unconstrained interaction in the domestic environment using very low 
cost microphones.  

o  Multi-microphone processing technologies recalled today in this 
lecture are also exploited in multi-modal applications, for instance for 
human activity analysis based on audio-visual cues:  
  Based on past experience, robustness of each component is a fundamental issue  
  Complementarity is another principle; in some cases, audio-based information can be 

more accurate than video-based one (and viceversa).  
  Confidence measure across different modalities becomes a third important issue   
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Thanks for your kind attention! 
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PROS CONS 

Time-domain  
[20][23] 

+ Theoretically optimal -  Low convergence 
-  High risk of divergence or local minima 
-  Hard to generalize to the 
underdetermined case 

Frequency-domain
[25] 

+ Computationally efficient 
+ Reduces risk of local minima 
+ Extendable to the 
underdetermined case 

-  Permutation and scaling ambiguity 
-  Statistically biased: few data observed 
in each frequency 

Multivariate  
(e.g. IVA [21]) 

+ A trade-off between time-
domain/frequency-domain 
+ No permutation ambiguity 

-  Low convergence 
-  High risk of divergence or local minima 
-  Hard to generalize to the 
underdetermined case 

Sparseness based 
[24](e.g. DUET) 

+ Computationally efficient 
+ Implicit models the 
underdetermined case 

-  In echoic environments do not work as 
good as in anechoic environment 
(audible distortions) 

Most popular BSS approaches 
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