Human Activity and Vision Summer School

Recognition of Visual Focus of
Attention in group conversation

Extraction of head and body pose
cues in open spaces
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the overall goal: to infer relevant information
from audio-visual human scenes

audio-visual scenes \E

Jean-Marc Odobez — HAVSS - 2012 2



Visual focus of attention (VFOA)

e Focus of attention (eye gaze)

“‘who is looking at whom (or what)”

e Non-verbal signal which conveys
rich information about a person
e his interests, what is he doing
e how does he explore a new environment ?
e reaction to different stimuli

e (Gaze is a strong social interaction cue
e regulate conversation
turn taking/yelding cue
e social control
=> dominance, personality traits
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Applications of VFOA recognition

e Group support [DiMicco, MIT2004 Kaplan EPFL2006]
e holding the floor too much is perceived
as overcontrolling
e people not looked at feel frustrated/excluded; -
o affects group cohesiveness & effectiveness

e Addressee recognition
e Human-computer/robot interaction
presence of several people
artificial agent: needs to know whether
it/he is addressed or not

| Information
kiosk

=> gaze is a good predictor of addressee-hood
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Surveillance and Smart rooms

e Extraction of behavioral cues (head pose, body pose, VFOA)
e Move beyond location based analysis
o Better characterize the state/instantaneous activity of individuals

e Application
o Security (e.g. left luggage attendance detection)
e Group identification
e Behavior and interaction analysis

e Scene or poster attraction statistics
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VFOA Recognition challenges

e HCI gaze estimation approaches
invasive, restrict mobility
interfere with natural conversation

e video resolution is not enough

=> use head pose as a surrogate
e psychological evidence [Langton et al, 2000]
e empirical evidence [Stiefelhagen et al, 2002, Otsuka 2006]

[Voit et al MLMI 2008]
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VFOA Recognltlon challenges

Interpretation'o'f hea‘d pse or gaze

e gaze directions need to be mapped/associated to VFOA targets
= 3D objects/people in the 3D space
— knowledge and monitoring of the environment

e head pose # gaze direction

=> pose needs to be mapped to gaze direction
=> mapping is ambiguous, depends on context (activity, social)
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Presentation plan

e VFOA analysis in group conversation

Head pose is the main cue
how and how well can we estimate it ?

VFOA modeling

e Head and body pose extraction in open settings
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Joint Head Location and Pose Tracking

e on 60 minute data: around 10-13 degree error in pan
e tilt more difficult to estimate
e larger error near profile views
e large accuracy variation across people
(depending on appearance; some people easier to track)

tilt
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Presentation plan

e VFOA analysis in groups
Head pose estimation

VFOA modeling in the context of meetings
Task
Dynamic Bayesian Networks for contextual multi-party VFOA recognition
Important issues

Goals: illustrate one one example
How to integrate context in a recognition problem
How to introduce context which have temporal

How to exploit soft labels from prior knowledge about normal behavior to
increase recognition accuracy

e Head and body pose extraction in surveillance scenarios
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Set-up and task
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e Setup: 4 persons
e 3 cameras
e head sets microphones
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Dataset

e 12 meeting from AMI public corpus

o 4 static meetings (90min) — only seating people i_

e 8 dynamic meetings (210 min)- people standing
(33% of the time)

e real behavior
e body poses, gaze behavior, gestures

e laptop and object manipulation slide
people table screen

e VFOA analysis / /

e only 38% looking at people
» around 30% looking at table

looking at laptop
‘long-meeting’ effect 4

people table screen white board unfocus
VFOA target
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VFOA modeling using HMM

e Input:  head pose features h, (pan/tilt angles at time step t)

e Ouput: recognized VFOA T,

p(fors hur) = p(fo) | [ p(hel f)p(fel fim1)

14

e Method: HMM statistical model

Observation Dynamical
model

e Dynamic model model

higher self-loop => smooth decoding

e Observation model (likelihood)
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VFOA modeling using HMM

P:fm: D:ft: )jft+: »

e observation likelihood p( h, | f;)
e Gaussian distribution
p(helfy =1) = N(ht|;%> 2;)

For considered person, mean head pose
corresponding to looking at target i

e How to set these mean head pose values ?
e Supervised learning ?
labeling time consuming
training data needed each time we change set-up

tilt

e Use 3D information ?
head pose orientation # gaze direction
=> need for a gaze-to-head mapping function

pan
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Gaze mapping function

o gaze target
Reference direction

(Upper body orientation) N ;' ‘/H

model suggested by neliro-visyal and pgycho-visual experiments on gaze
shifts behaviour

gaze target

ad—unred gaze shifts

fNeurophysioIogT/, 1997.

Freedman et al. Eye-he
in rhesus monkeys, .

e gaze direction - head orientation relationship
o linear relation Iuh — a,ug

e VFOA model parameters

e Gaussian head pose mean parameters predicted by cognitive model
e Requires approx. camera calibration, position of people and VFOA target
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Ambiguities + context

e People are not alone in meetings !

interaction and social conventions provides context
e we often share the same VFOA

e when a person speaks, we tend to look at her/him

e exceptions:
when a new slide is displayed, we tend to look at it
people look at their laptop (...) ; people are bored...

Goal: integrate this knowledge into a principled model
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Multi-party Dynamic Bayesian Network Model

g >:ft; »:fti >
1
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presentation
context (slides)

_____________ Location of
! context % all people
|
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Multi-party Dynamic Bayesian Network Model
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Multi-party Dynamic Bayesian Network Model

Joint VFOA estimate of
Presentation context (slides) ! all pezfo Ilema €

Ouepien | aesgin fi = (FL 12, 1. )

*Results *Point2
*Conclusion
A A

Conversational Events

e S i o
© Ve o g© oo O

|0 Speaking person O Silent person |

People speaking

Probabilistic relationships status

between random variables
e variables of interest
e observation variables
o context variables (hidden, observed)

Ba, Odobez, PAMI 2011 Jean-Marc Odobez — HAVSS - 2012 20




Multi-party DBN : detalils 2 o

"@\ﬁl T
| Gt > | et+1 \ >
V. fea1l—
Maximize posterior

. Y
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Interaction modeling : conversational events

Gt
/ Conversational Events
O Q0 @@ @@ @O O « N
Monologue|| Dialogue || Discussion||Discussion Silence :5\ - f:
© U@ _Jo e aov O N /
@ Speaking person O Silent person / :'- e

e variable characterization communication flow
specified by
e event type (monologue, dialog,,..)
e who is involved

e assumptions
conversational event controls

’

o speaking activity . Atall QoI
e dynamics of gaze Overview [l Introduction
e this control is modulated by ‘Rosuts " 54 Rz
. .. . eConclusion
the slide activity variable T
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Contextual cue: presentation activity modeling a;

e intuition: a new slide?
e people turn their attention to it

e then, attention progressively
shifts back to the discussion

=> timing information is important

e presentation cue a; “Elapsed time since the last slide change”

mmmmmmmmmmmmmmmmmm gh residual coding bit-rate vs Time (I51008h)

e automatic detection of slide - - R S N
changes from motion energy
features

Missed detections
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Multi-party DBN : details

Maximize posterior

(fl'ta €1:t, A|a1.t, 01, S1:¢)

Hp o¢| fts A)p(Seler)p(fel fe—1, e, ar)pledler—1, ar)

Q41

N\

> | €441

\\

fer1l—m-

as
- f:

:

N

St4+1

Dynamical model

e Dynamical model p(f:|fi—1,e:,a:) H p(fELfE1)p(fF e, ar)

VFOA temporal smoothness

all person k
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Context B

p(fflet, ar) = pe,(fF|at) :

e joint influence of conversational event and
slide activity on focus

e e.g.dialog
learn prior probability of focus

person involved in the dialog

= looks at slide when new slide displayed
= after, looks mainly at dialog partner

= looking at table important

person not involved
=  same focus behaviour w.r.t slide/table

= looks almost exclusively at people
involved in the dialog, not at the 4th
participant

dialog-subject is involved

Second
06} person in the

slide -
/ dialog
05} F
04 /

D e

03

other participants \
A \ table
01 M

. —

{

1 1 1 1 1 1 1 ]
0 05 1 15 2 25 3 35 4 45 5

Time since last slide change (in min)

dialog-subject is not involved

08 person involved in

the dialog

05

0.3

person not
involved in dialog
(i.e. silent)

02

01

00 015 1l 1?5 2l 2?5 113 315 :1 475 é
Time since last slide_ change (in min)
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Multi-party DBN : details

Maximize posterior

p(fl:ta €1:ty )“aflzta 01:t; gl:t)

=23

Q41

\ > | er41

4

| 4
e St41

Hp (el fo Np(elee)p(fel fimts er, ar)pledes—1, a)

Observation
model

e head poses

Ot|ft7

e same model as with the independent case

Hp |ft7

b 3 6 & 3
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Multi-party DBN : details

Maximize posterior

p(fl:ta €1:ty )\‘alzta 01:t, gl:t)

Hpot\ft, p(8ele)p(fel f—1, € ar)plecles—1, ar)

Observation
model

e speaking status

[ ef}f ‘

Q1

> | €441

f+
:

probability (high, low), depending on who is
expected to speak given the conversational event

St4+1

ft-!-l EEE—
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&t Q41

Bayesian inference ﬁ A\
gl -2 \ >

Ct+1 \ \

. feri—m-

Y Y
J @ M@

e Maximization of joint posterior distribution of hidden
variables (including parameters) given observations

p(fl:ta €1:t, )‘lalzta 01:t; gl:t)

e Inference more complex than with normal HMM
several interdependent hidden variables
however, we can exploit hierarchical structure
- estimate the event assuming known VFOA
- estimate VFOA and parameters assuming known events
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Multimodal multiparty VFOA recognition

White square: | recognized VFOA
speaking activity LE_
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box/arrow head
pose tracker
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lllustration: group and slide activity

white
board

B u :IAHEII DIAP Smart Meeting Room

white
board

B A

ucamera

ij/\?SmutIaet'ngRoan

independent recognition
(head pose only)

multi-party recognition
using contextual cues
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Demonstration video: full context person C

' - = —
Person MONOLOUE 3
A e

o Wil

N 2 - <
pan pan

VFOA decision map of person A VFOA decision map of person C

Lowest row: influence of conversation context on VFOA decision maps
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handling moving people

e moving people
standing for presentation

e direct impact on gaze

e same semantic target
different gaze directions

e two main implications
e track people when they leave their seat

e adapt gaze model of sitting participants
dynamically




Contextual cue: people location x;

e track people in 3D space
+ precise location
-- precise camera calibration
-- difficult
-- precision might not be exploitable
by gaze model

e alternative : use discrete locations
o for person k
seat k
center of one of the 3 presentation areas A/B/C

e tracking

side camera when people are seated (cf head pose tracking)
central camera: maximum of motion energy features in area A, B, C
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Multimodal multiparty VFOA recognition

Notice

 Liveliness,
difficulty of data

« person 3 focus
changes according
to context

(between looking at
person1, slide,
standing person)

« slide changes
favor looking at
slides

« person4
erroneous VFOA
estimation (mainly
due to head pose
estimation
problems)
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Results

e 12 full meetings: 5 hours of data
e performance measure : percentage of correctly recognized VFOA

position A B C D mean
Baseline (head pose only), independent 36.4 | 45.5 41.3 29.7 38.2
Multi-party, full context 56.5 | 56.2 62.3 46.2 55.3
L] camera
. ] slide C D
e baseline: 38.2% => challenging problem T & @
-
e seats A and D: more VFOA ambiguities | | table

:::2 B u A DIAP Smart Meeting Room

e multi party
o context helps: + 17% absolute improvement
e higher improvement on seats with larger ambiguities
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Presentation plan

e VFOA analysis in groups

Head estimation accuracy

VFOA modeling
Task
Contextual multi-party DBN VFOA recognition
Remarks
parameter adaptation
head pose estimation
gesturing

e Head and body pose extraction in surveillance scenarios
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Contextual parameter adaptation (1) [« ;‘ ®

10¢
o
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It

t

Example of person in seat C | ]
& \ g | e
O
Vv oAV " ¥ A
white B A =
DR Y = T2 e
[ 1 prediction

L 1 1 ||

-20

-60 -40 =20 0 20

@® empirical mean

/\ no-context

Rl \/ context

e Head pose parameters predicted by cognitive model are crude

Biased head pose estimated, different individual behaviors

e MAP Bayesian adaptation mean for target i : combination of

prior value (prediction model)
average head poses assigned to target i
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L] camera

- slide C D
Contextual parameter adaptation i L @
10} Example of person in seat C * | O
§ al - vV e A~. : .. white 'B»' ’ =
—10¢f board Joamen ———
[ 1 prediction
-20 ' ' ' : rical
60 -40 -20 0 20 g smenies e
pan

\/ context

Head pose parameters predicted by cognitive model are crude
o Biased head pose estimated, different individual behaviors
=> requires unsupervised adaptation

' ' Assi tt
Bayesian adaptation ssignement to

_ _ _ prior target i
mean for target i : combination of \y \l'
prior TMg; 1 Zt 1 ’}’2 tot . Head pose at
. = time §
average head poses assigned ki = Z . ime
T+ 2= 1’7zt

to target I Jean-Marc Udobez — H385S — 2012 38



L] camera

slide C D

Contextual parameter adaptation (2) J= ;' o

. Example of person in seat C | |
10 ) I \g e
= Or A o o A%, " ¥, @
— white B A A5 Semart e
_10k Yot T4 — — '
[ 1 prediction
5} ! : . ' @® empirical mean
-0 -40 =20 0 20 /\ no-contex
pan \/ contex

e Probabilistic assignement

e No-context ", S
vie = p(ff = ilof.p, Ak)

o Context ’th = p(ftk = z.|0]16:T’ €11, Q1.7 L1.T AAk)

Increases reliability of right pose to target assignement
more accurate parameter estimates

e Get 5% increase in recognition rate
Jean-Marc Odobez — HAVSS - 2012 39



Head pose estimation

80 [ ::l’tlLelcr! ﬁr‘:\’g‘:z PR tr points
e Better head pose, better results ! 7a8 S
. 6OP . <
e measured in our dataset g oo

o (aze tracking — strategy: useRGB ~r .

Camera calibration
information

th map

T -
ST ‘“"-

Dep
.

Textured 3D surface

Multimodal information Funes & Odobez, Gesture

workshop, CVPR 2012

e Depth: strong cue for head pose estimation

o Vision: necessary for eye appearance Jean-Marc Odobez — HAVSS — 2012 40



Gaze tracking: method overview

3D head pose tracking [Online]
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Results

Gaze estimation from multimodal
Kinect data

Kenneth Funes Mora and Jean-Marc Odobez

ACJIBO (il

JLE POLYTECHNIQUE
lE[H\ll[Il\l SANNE

e Accuracy between 5 and 10 degreees, depending on

constraints (frontal vs person free to move head)
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Modeling conversation context with visual activity (1)

Audio unavailable
=> conversation context ?

e visual activity encodes body langage ?

e common sense + studies
e speaking is accompanied by visual activity
face/head, e.g
mouth/speaking; rotation/addressing....
hand gestures
rhythm (beat), deictic gestures (pointing)

e visual activity when not speaking
head (focus change, backchannel)
hands (fidgeting, rubbing the chin, taking notes...)

Ba, Hung, Odobez, ICME 2009
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Modeling conversation context with visual activity (2)

"

Speaking activity — 4 people

e Chances of speaking
average 25% ||H HH ‘ ”‘ H’ \
|

If visually active 47%
e Chances of being visually active
average 35%

4% ’ l J\ M

If speaking 66% ZDDV|su4:D—JUI actslu\ollty Boil pef)ngle -
=> correlation between Il ||I|| I A 1| | '
speaking and visual activities m ”" H || ‘ ”‘ ||| "“ﬁl

WIIHIH ‘ | |

200 i 400 GDP . 800 10[]0 1200
(visual activity obtained by

thresholding motion energy)

speaking activity 2
: — > Visual attention
visual activity ?

Ba, Hung, Odobez, ICME 2009 Jean-Marc Odobez — HAVSS — 2012 44




Modeling conversation context with visual activity (3)

e Chances of speaking
average 25% ||H HH

Speaking act
TR

If visually active 47% ‘ \ ‘
e Chances of being visually active HH | |

average 35% 4 ‘ | H “HlHH
If speaking 66% 2°°V.SJZ\°| act6|0\| l o .
=> correlation between | m |H "I‘ H ||

speaking and visual activities

WII II’ II\

400 600 goo 1000 1200

e EXxperiments
Replacing speaking status by visual activity status in model
Results: 53.2% (visual) vs 52.7% (speaking)
=> Visual activity as effective as speech to improve VFOA

Ba, Hung, Odobez, ICME 2009 Jean-Marc Odobez — HAVSS - 2012 45




About the gaze mapping

Ref

gaze
target

head

7
—\v gaze/

= “ik‘

BURTON:

e \What is the reference ?
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About the gaze mapping

TT T2 T3 T4 T3 k T1 T2 T3 T4 TS UN
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Painting2 J== , E

About the gaze mapping

Painting 3

person 1
pan @ 3.95307
tilt : 0.48347
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Presentation plan

e VFOA analysis in groups
Head estimation accuracy
VFOA modeling

e Head and body pose extraction in surveillance scenarios

Jean-Marc Odobez — HAVSS — 2012 49



Wandering Focus of Attention of people
[Smith et al, PAMI 2008]

e Automatically determine:
o # people exposed to the ad

o # people viewed the ad
e demographics (gender/age)

BIG BROTHER

g n
AINTORA 3l

": \
! A7 B
A ,\;
L

§ 3 I et e "
i 557/@

DHIHOTAW 21
-

— Multiple object tracking IS V#A(T'ﬂiliﬂﬁ

— One single focus but person
iIs moving
we need to model this

-
-
—
-
—
=
Y
o
-—
—
L

v
)
o
-
-
=
-—
—_
—_—
—_

Indoor setup

outdoor setup
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Wandering Focus of Attention of people
[Smith et al, PAMI 2008]

e Regression based approach: x = horizontal position

p(h|focus = 1) =) p(hlz € I, f = 1)p(x € I})
k
o for each region Ik, head pose probability is modeled with a Gaussian

e probability of being in a region !
modeled with a Gaussian as well

*%* Focused
* % Data Points

Focused
\ Pointing

Vectors




Result example

|
|
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i “ . :
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Head and body pose estimation

Estimation is challenging

e Exploit coupling during filtering
e Exploit coupling for adaptation
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Filtering framework with cue coupling (1)

- Coupling

Body Features

uman Tracking Head Features

Body pose
likelihood model

Head pose
likelihood model

Labeled Head
Pose Dataset

Labeled Body
Pose Dataset

Filtering R Body Pose
Feature Extraction Ground Velocity framework Head Pose
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Filtering framework with cue coupling (2)

) Body Features
Human Tracking Head Features

Feature Extraction Ground Velocity

3/10/12 CVPR 2012, Providence
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Body and Head Location Tracking

e Body location tracking: Multi-human tracking by CRF model [Heili 2011]

e Head location tracking
e HoG-SVM head detector employed on extended body region
o Detection based tracking: path probability optimization

Pii = Psiz(Vi 1V )P1oc(Vi|V1) Papp (Vi |01 Pmis (vjv;)

Continuity (size, location, Miss detection
appearance)

Jean-Marc Odobez — HAVSS - 2012
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Filtering framework with cue coupling

- Coupling

Body Features

uman Tracking Head Features

Body pose
likelihood model

Head pose
likelihood model

Labeled Head
Pose Dataset

Labeled Body
Pose Dataset

Filtering R Body Pose
Feature Extraction Ground Velocity framework Head Pose
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Filtering framework with cue coupling (3)

- Coupling
Body Features iltering R Body Pose
Head Features N
: framework Head Pose
Ground Velocity

Head pose Body pose
likelihood model likelihood model

58




Filtering framework with cue coupling (4)

p(St|Z1:t) OCP(Zt|St) /p(st‘st—l)p(st—l‘let—l)dst—l

likelihood

e State space

St — [Xtaktaeta&ta]

Position + speed
on ground plane

/

dynamics

\

Body orientation
(on ground plane)

Head
orientation

e Likelihood for body and head

Jean-Marc Odobez — HAVSS - 2012 59



Filtering framework with cue coupling (5)

p(st|si—1) = p(a|0r, ar—1) p (0¢]0r—1, %) p (X, Xt |Xp—1, %4 1)

l l Standard AR model
Head pose Body pose
dynamics dynamics
: ' : Speed
e Dynamics introduces coupling | gireotion ‘ ‘
E. g. body orientation dynamics: two terms ... ~ —veskmn
(i) favors alignment of body orientation ar i ——v.<Zanih

speed direction
(ii) Speed dependent coupling

Body orientation axis

Jean-Marc Odobez — HAVSS - 2012 60



Coupled adaptative classifier

 However : Pre-trained models perform poorly on test data
— Change of view point, different appearance, not enough training data

Body Features
Head Features
Ground Velocity

Body Pose
Estimation Head Pose

L
Labeled Head Labeled Body
Pose Dataset Pose Dataset

* Key exploitation

— The adaptation of classifiers using unlabeled testing data
— The inter-cue coupling (velocity, body pose, head pose)

Feature Extraction

Adapted
Classifiers

Chen, Odobez, CVPR 2012 o




Coupled adaptative classifier (2)

e Adaptation of head and body pose classifiers
e Exploitation of the coupling between the two classifiers
e Set constraints on adaptation

Testing Ground
body feature velocity

Pre-labeled
body pose dataset

Body Pose

Adaptive Learning Classifier

—— coupling

head feature

Head Pose
Adaptive Learning Classifier

Pre-labeled
head pose dataset
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Coupled adaptive classifier learning (1)

o Task: Learn classifiers y? = fb(xb : Wb) y" = fr(yP: Wh)
3

pose vector feature parameter§| Goal: Learnlng WP and Wh

— Kernel approach: mapping to infinite RKHS

* Data —
— Labeled external data % — Two separate labeled

: datasets for body and

* Z)b {(Xl Yi )} Z)h {(xz Yi )} head pose respectivel

— Unlabeled target data

» D, ={(X}, X}, v w;)} Unlabeled test data

12 " _ N =L where we exploit the
body head velocity velocity “B) coupling information
feature  feature direction reliability flag =%

* Problem formulation: Energy minimization
— E(W?,Wh") = E, + aE,, + BEP" + yEP? + AE,

3/10/12 63



Coupled adaptive classifier learning (2)

o Label factor E;

— The classifiers should respect the labeled dataset

Np
1 2
B = - ) My () = My |l B =
i=1

* Manifold structure factor E,,

— The mapping between feature space to pose space should be
continuous and smooth

— Close data points in feature space map to close points in pose space

- ; | -
b _ bbb _ Fb(,b h — ... S b
S > shllro () - ro()I B = W.' f

U izj
|
.
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Coupled adaptive classifier learning (3)

 Body pose and head pose coupling factor E2"
— Body pose and head pose should be similar

1
EP = - ) me My (x0) — My (=)
i=1

* Velocity and body pose coupling factor E}’b

— Body pose should be close to velocity direction, provided that the
velocity magnitude is large enough 12K ]

{
ﬂ/ T

| !
I

D
A
|
Y
B 1

ne

1
EYb — z_uz u[MfP(xP) — My, |
L

i=1

* Regularization factor E,.

— Better generality

Optimisation : closed form solution !
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Experiments

o CHIL data (CLEAR contest 2007)

— Laboratory scenario

— Static persons (velocity reliability anui = 0%)
t

— Large body/head pose range

— Ground-truth: 7 min data
* Body pose: Hand labeled; Head pose: provided by dataset.
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Experiments

 Metro station data
e Metro station surveillance video at Torino, Italy
e Both static and moving persons (velocity reliability 24%)

- - -;— 1 — .
Bigliett. 1 DOD

r 'l i;
\
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Experiments

e Smart room dataset
— Indoor scenario (velocity reliability 5%)
— Ground-truth: hand labeld ¥4 min data for body and head pose

68




Experiments

* TownCentre data [Benfold 2011]
— Mainly moving people (velocity reliability 73%)

— Ground-truth data: hand labeled ~15 tracks for body and head pose

L‘ - . .
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Experiments

Body

CHIL

Head

Metro  Body
Station Head

Smart  Body
Room  Head

Town  Body
Centre head

Ours Walking Ours Ours Ours Coupled TF Ours +TF
(default) direction (baseline) (no prior) (setting [5]) [7,16]
35.3 78.7 50.7 80.7 80.7 44.5 37.7
36.0 79.5 56.9 85.1 85.1 46.7 35.2
29.4 79.9 53.8 63.5 82.2 42.2 32.8
30.0 77.1 40.5 66.7 85.4 40.5 31.0
23.6 66.3 59.9 63.9 63.5 36.3 24.9
23.6 66.7 29.4 68.2 66.7 33.8 23.9
17.4 19.3 48.1 18.3 18.4 20.1 19.0
_ 184 A 229 A 4438 19.4  A_ 205 j\ 24.9 25.0 /

Ours (no prior): E =

Ours (default): E = E;, + aE,,, + BEP" + yEY? + AE,
Ours (baseline): E = E AE,

aE,, + BEP" + yEPP + AE,

Ours (setting [5]): E =

+

+ yE'" + AE,

O Walking direction is a bad
U iRdicatieth ddrgigs ifivdrethy
[DeaEsformrFUneNiised
0 TEPNIS NS MM
does nofﬁbmﬁhﬁﬁrove the

results
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Conclusion

e head-pose tracking methods - error from to 10-12 degrees

e DBN models for visual attention modeling
multimodal interaction (gaze, head pose, speech, people location)
contextual recognition (conversation, ‘gestural activity’, group activity...)
mapping function head pose <-> gaze
model parameter adaptation
benefit from context

e Coupled adaptation for body & head pose estimation

Future research
Exploit/improve head pose tracker
Extract gaze
Apply extracted pose to the HRI or interaction analysis

THANK YOU FOR YOUR ATTENTION - QUESTIONS ?

Jean-Marc Odobez — HAVSS — 2012 71



