K-Means

Given data points \( \mathcal{X} = (x(i))_{i=1}^N \in (\mathbb{R}^d)^N \), find centers \( \mathcal{C} = (c(k))_{k=1}^K \in (\mathbb{R}^d)^K \) to minimise

\[ \sum_{i=1}^N \min_{k=1,...,K} \| x(i) - c(k) \|^2. \]

The problem is in general NP-hard and heuristic algorithms are used. The most popular is Lloyd’s algorithm, which alternates between assignment and update steps,

\[ a(i) \leftarrow \arg \min_{k=1,...,K} \| x(i) - c(k) \| \quad \text{and} \quad c(k) \leftarrow \frac{\sum_i x(i) : a(i)=k}{\sum_i 1 : a(i)=k} = \frac{\text{new}}{\text{old}}. \]

Previous Triangle Inequality Bounding Algorithms

By maintaining bounds on distances, the nearest center can be determined without computing all \( K \) distances. Let \( U \) be an upper bound on the distance to the previous nearest center, and \( L \) a lower bound on one or several other data-center distances.

\[ U \leq L \Rightarrow \text{a center bound by } L \text{ is not nearest } \Rightarrow \text{don’t compute distance} \]

State-of-the-art exact K-Means algorithms use the triangle inequality, with the optimal number of bounds depending on the dimension.

Updating Bounds : A New Approach

The standard approach is to adjust bounds by distances moved by centers. We store historical center positions, allowing the use of the norm of total displacement. This approach, which we call \( \| \sum \cdot \| \)-bounding, is applicable to all existing algorithms.
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\[ \| \sum \cdot \| \text{-bounding} \]

The Exponion Algorithm

An extension to Hamerly’s algorithm, and related to Annular. With Hamerly’s algorithm, when the lower bound on all non-nearest centers falls below the distance to the current nearest, all distances are computed. The Exponion Algorithm eliminates some of these using

\[ \| c(k) - c(a(i)) \| > 2 \| x(i) - c(a(i)) \| + \| x(i) - c(b(i)) \| \Rightarrow k \notin \{ a_{\text{new}}(i), b_{\text{new}}(i) \} \]

where \( a(i) \) and \( b(i) \) are old nearest and second nearest center indices and \( a_{\text{new}}(i) \) and \( b_{\text{new}}(i) \) their updates, which we wish to determine.

\[ \| c(k) - c(i) \| > R \Rightarrow k \notin \{ a_{\text{new}}(i), b_{\text{new}}(i) \} \quad (c(k) : \ast) \]

Results and Conclusions

22 datasets \((d : 2 \rightarrow 784, N : 60k \rightarrow 2.6m)\) and \( K \in \{100, 1000\} \), 4 public code bases (mlpack, BaylorML, PowerGraph, VLFeat), as well as our own implementations of all algorithms.

(A) Existing algorithms can be accelerated by simplification

- Elkan (remove center-center distances) with mean speed-up of 15% \((d \geq 20)\), and YinYang (remove final filter) with mean speed-up 60%.

(B) Replacing \( \sum \| \cdot \| \)-bounding by \( \| \sum \cdot \| \)-bounding helps

- speed-up in 15/20 experiments, mean speed-up of 12% \((d \geq 20)\)

(C) Exponion is generally faster than Annular

- Speed-up in 18/22 experiments, a mean speed-up of 35% \((d < 20)\)

\[ \text{Speed-up of the fastest of our implementations of our algorithms relative to fastest of any of the other 4 implementations of any algorithm.} \]

\[ \text{Link to source code on right.} \]