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Distributional Semantics 1
Model:

Exists a consistent unification y of the middle word x,,, and its context x.

Abstract

We propose a vector-space model which provides a for-
mal foundation for a distributional semantics of entail-
ment. Using a mean-field approximation, we develop ap-

proximate inference procedures and entailment operators v y

over vectors of probabilitie.s of features being.known (ver- — max ( log P(y=am|&m) + log P(y=1.|z.) + log P(y) ) // Q,\xc
sus unknown). We use this framework to reinterpret the Y Xm |1 X ] B}
Word2Vec distributional-semantic model as approximating

an entallment-based model of words in contexts, thereby Embeddings:

predicting lexical entailment. In both unsupervised and We reinterpret Word2Vec vectors, mapping them into entailment vectors
semi-supervised experiments on hyponymy detection, we

get substantial improvements over previous results.

maX( logP( y:>xm7 y:>aj(37 Yy ‘ Lm,Le ) )

log-odds: W2V vector interpreted as an entailment vector

YT = —logo(—X,,) —logo(—X,) + 0.
log P(y=Tm, y=T¢, )
~ YToX,, +YToX, —o(-YT)0,

Motivation

Distributional Semantics:

-3 -2 -1 0 1 2 3

e The distributions of words in contexts reflect semantics | | Word2\ec dimension
e Lexical semantic similarity can be captured by vector dup: W2V vector plus its negated duplicate
space embeddings trained on these distributions YT = —logo(—X,,) —logo(—X.) + 6,
Entailment: Y7 = —logo(—(—Xnm)) —logo(—(—Xc)) + —0.
y entails x (y=x) iff log P(y=Tm, y=Tc, y)
everything known given x is also known given vy ~ YteX,, +YTeX, — o(=Y )0,
e [ntailment is about known versus unknown, LY o(—X)+ Y o(=X,) —a(=Y ) (=6,) " Word2vec dimension
not true versus false
e Entailment is asymmetric (f=unk, unk=f), unk dup: duplicated W2V vector with unknown around zero
unlike similarity v+ _ log o(—(X;n—1)) — log o(—X,) + 6, N —— ¢ IA:”"
unk | f | g | f _
Y™ = —logo(—(—X,,—1)) —logo(—(—X.)) + —0.
unk —> 75 75 755 _/unknow
gl = || =>| # ~ YTo(X,—1)+ Y oX,—o(-YT)0, oy
cat (011000101 3 2 -1 0 1 2 3
—|f — 75 75 — \U,' + Y—@(_Xm_l)) + Y—@(_Xc) . U(_Y—)(_QC) WaordZ\Vec dimension
animal (001000100 . . . . y Word2Vec
Proposal: The learning gradients for these three re-interpretations "‘ L

are an Increasingly good match with the Word2Vec 15
learning gradient, where SR

e A distributional semantics for lexical entailment
e where semantic entailment is captured in a vector space
e of probabilities of known versus unknown features word embedding ~ X,,

context vector ~ X ~ —logo(—X,) + 0. T 55T contex

A Vector Space 1

Framework:

Hyponymy Detection

e A framework for the represention and inference of

known versus unknown features Unsupervised Semi-supervised
e Derived from a mean-field approximation to probabilis- operator [50% Acc Ave Prec Dir Acc operator supervision [50% Acc Ave Prec Dir Acc
tic inference for discrete entailment Weeds et.al. | 58% B B Weeds et.al. SVM 750, Il Il
e Assumes a non-factorised prior, but factorised posterior log-odds © | 54.0% 55.9% 55.9% mapped dif cross ent | 64.3% 68.4% 72.3%
Vectors: weighted cos| 55.5% 54.6% 57.9% mapped © cross ent | 71.2% 73.5% 88.3%
' dot 56.3% 54.4% 50% mapped = cross ent | 77.4% 82.4% 92.6%
e vectors X of log-odds of features x5 Dbeing dif 56.9% 56.5% 59.6% mapped © cross ent | 80.1% 86.3% 90.0%
known, P(rp=1) = o(Xj) log-odds = | 57.0% 58.5% 59.4%
e a non-factorised prior, P(xy) = 0 (X}) log-odds & | 60.1%* 61.3%* 62.2% | ® Better accuracies than previous work and sev-
Operators: dup © ~ 61.7% 61.5% 68.8% eral baselines
unk dup = | 63.4%* 67.3%* 68.87% | ¢ More accurate re-interpretations of Word2Vec
log P(y=x) ~ unk dup © | 64.5% 68.8% 68.8% | result in better accuracies

. e Better unsupervised accuracies carry over to
D: YeoX £ o(-Y)-logo(—X) On BLESS data from Weeds et al. (2014) better semi-supervised accuracies

S XoY £ og(X)-logo(Y)
Conclusions
= YSX £ ) log(l—o(—Yi)o(Xy))
1 Contributions:
e a vector-space model for entailment, with entailment operators and vector inference
Inference: e a formal foundation for a distributional semantics of entailment
Xip = 0;(X ) — e a reinterpretation of Word2Vec embeddings for lexical entailment

(7, 1 /) 2 - —

L _ e best unsupervised model of hyponymy detection, and state-of-the-art results with a

T Z —log o (—Xjk) 0 = semi-supervised vector space
JiTi =T 1T 3}
) ] Future work:

e compositional models of textual entailment




