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ABSTRACT
Depression disorder is one of the major causes of disability in the
world that can lead to tragic outcomes. In this paper, we propose a
method for using an approximation to a mental lexicon to model
the communication process of depressed and non-depressed partic-
ipants in spontaneous North American English clinical interviews.
Our approach, inspired by the Lexical Availability theory, identi-
fies the most relevant vocabulary of the interviewed participant,
and use it as features in a classification process. We performed an
in-depth evaluation on the DAIC-WOZ [20] and the E-DAIC [11]
clinical datasets. Obtained results indicate that our approach can
compete against recent contextual embeddings when modeling and
identifying depression. We show the generalization capabilities of
our algorithm using outside data, reaching a macro F1 = 0.83 and
F1 = 0.80 in the DAIC-WOZ and E-DAIC datasets respectively.
An analysis of our method’s interpretability allows understand-
ing how the classifier is making its decisions. During this process,
we observed strong connections between our obtained results and
previous research from the psychological field.
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1 INTRODUCTION
Nowadays, depression disorders are among the principal mental ill-
ness problems present in many people around the world. According
to the World Health Organization (WHO), more than 300 million
people suffer from depressive disorders [58]. This type of mental
illness is a leading cause of the person inability to function and
represents a significant health and economic burden [31]. At worst,
depression can lead to suicide if not diagnosed on time or if not
treated adequately. Statistics from the WHO indicate that during
the year 2015, near 788 thousand people died due to suicide [58].
Depression is an extremely heterogeneous disorder that can be
difficult to detect given it can occur at any age, and is not limited
to any specific life situations [32]. Additionally, considering that
many people have low levels of mental health literacy, recognizing
the symptoms of depression is a complicated task.

Although the severity of suffering a mental illness is well known
by psychologists, there is an acknowledged necessity for digital
solutions for addressing the burden of mental illness diagnosis and
treatment. It is recognized that won’t be possible to treat people
by professionals alone, and even if possible, some people might
require to use alternative modalities to receive mental health sup-
port [59]. Examples of recent efforts building technology towards
this direction are the SimSensei Kiosk [11] a virtual human in-
terviewer designed to create an engaging face-to-face interaction
with patients; Woebot [17] and Wysa [24] dialog systems for health
and therapy support for patients that have depressive symptoms;
Expressive Interviewing [57], a conversational agent aiming at sup-
port users to cope with COVID-19 issues. Although the task of
automatic diagnosis needs further research before its practical de-
ployment, the vast majority of these technologies are designed to
provide support both to users and experts.

Accordingly, during the last decade the Natural Language Pro-
cessing (NLP) research community has been interested in making
first steps towards computer-supported detection of mental dis-
orders. As described in [37], language is a powerful indicator of
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personality, social or emotional status, but also mental health. Con-
sequently, researchers have attempted to predict or analyze depres-
sion in the social media domain [9, 34, 60], and more recently, early
depression detection has also been investigated [7, 27–29, 52, 56].
Contrary to previous work, our scenario is not social media but
clinical-interviews mediated by an automatic agent; thus, we aim at
detecting when a interviewee has (or not) depressive symptoms by
analyzing their interventions in such scenario. We consider this as
an important and necessary step forward in the automatic detection
of depressive symptoms in the context of digital health support
technologies. For this, our central hypothesis is that participants
suffering a mental disorder will have a distinctive available lexicon,
which can be further modeled as features for training an automatic
classifier.

Therefore, inspired by the Lexical Availability (LA) theory from
psycholinguistics [19], in this paper, we propose a novel linguisti-
cally motivated approach for identifying the vocabulary flow used
by a group of people in a given communicative situation. To the best
of our knowledge, this is the first attempt to explore the feasibility
and effectiveness of the LA theory for modeling the vocabulary
production of users suffering from a mental disorder. We conduct
our experiments using the speech transcripts from the DAIC-WOZ
[20] and E-DAIC [11] datasets, examples of clinical interviews per-
formed by a virtual agent. Our experimental results obtain a macro
F1 = 0.64 in each corpora, and a F1 ≈ 0.83 when outside data
is used for evaluation, outperforming very competitive baselines
based on contextual word embeddings, e.g., BERT [54].

Our key contributions are: i) a method grounded on psycholin-
guistics theory, representing the very first time the LA theory is ap-
plied in a data-driven approach for identifying relevant features and
use them in a classification process; ii) a competitive and less com-
putationally expensive approach; and, iii) an interpretable model
that allows understanding how the classifier is making its decisions.

2 PRELIMINARIES AND MOTIVATION
The study of Lexical Availability (LA) dates to the late 1950s and
emerges as a result of issues found on second language courses
[25, 46]. Generally speaking, LA studies propose an approach to
add vocabulary to educational material as an alternative for com-
pensating the shortcomings of frequency-based data, as they serve
to foreground relevant more accessible vocabulary that does not
appear in frequency counts [35]. In recent years, the LA theory
is being applied in the socio-linguistics field, mainly as a method
for studying variation and lexical norms from specific communi-
ties [15, 51]; and in psycho-linguistics and cognition, where the
emphasis is the study of semantic relations between the available
lexicon and the mental lexicon, that is, the way an individual stores
and retrieves lexical units given a specific communicative intent
[16, 23, 30].

In summary, the LA is measured through a test designed to
reflect participant’s spontaneous lexical production in relation to a
particular center of interest (i.e., topic). The test can be in an oral
or written form [21] and usually has a time limit (2 or 5 minutes).
As a result of this test, a set of N lists of terms are collected, one

for each participant.1 During the test, the center of interest acts
as a trigger for accessing the mental lexicon, thence a participant
has to mention, orally or written; terms (items) associated with
that center of interest. Traditionally, employed centers of interest
are topics related to daily life, such as ‘food and drink’, ‘health
and medicine’, etc. However, there are studies that proposed other
topics that allow them to evaluate the lexical production in very
particular situations; for instance, smells that can be perceived with
the nose [47], greetings and farewells [44], intelligence [22], or to
study available lexicon in insults from speech production [39]. In
the later, Pérez Durán uses the transcripts of informal conversations
from young students, and through manual analysis, it is found that
not always the most frequent insults are the most accessible.

According to cognitive linguistics, each individual expresses their
thoughts in a specific way that is pertinent only to them. However,
since we all experience situations in a shared social context, it may
be possible for the LA to capture the available lexicon relevant for
a particular community [38]. Moreover, previous research [22, 33],
stated that the mental lexicon of a community reveals the type, size,
and richness of their vocabulary as well as provides evidence of the
community member’s understanding of a particular culture, or the
structure of their context and the existing regularities present, i.e.,
it reflects complex cognitive processes. Thus, the final step when
collecting the available lexicon from a community is computing
the availability score that reflects the importance of a term in the
language production of the analyzed population. The complete list
of terms with their respective availability scores is what we refer
to as the available lexicon of that population.

The LA test is considered a category fluency test and has some
relationship with the free word association task [5], which taps
directly into the semantic information of the mental lexicon [10].
Although the original LA methodology can be seen as artificial (due
to the prior assumptions regarding the relationship among topics
and produced items), our method aims at tackling this artificiality
using the LA theory in a fully communicative intent generated in
the context of a clinical interview mediated by an automatic agent.

3 PROPOSED METHOD
Previous research has shown that the way people speak/write (i.e.,
their language production processes) is different for participants
suffering from a mental disorder [48]. Thus, we propose a novel
method for modeling the vocabulary production of participants
suffering from a mental disorder. Our main hypothesis establishes
that it could be possible to approximate the available lexicon for
a group of persons suffering from depression ( the shared social
context). Contrary to the traditional LA elicitation test, we aim to
demonstrate it is possible to approximate such available lexicon by
analyzing participants’ responses, produced during a similar semi-
structured communication process i.e., a clinical interview. To the
best of our knowledge, this is the first attempt to adapt the Lexical
Availability theory to: i) approximate the available lexicon from
depressive and non-depressive groups, ii) use the found lexicon to
build a non-sparse representation in order to train an automatic
classifier.

1Obtained lists represent the relevant (more accessible) vocabulary for each person,
and are used to obtain the available lexicon of the analyzed community.
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Figure 1: The general overview of the proposed architecture based on the Lexical Availability theory.

Figure 1 shows the main components of our proposed method.
Generally speaking, our approach relies on identifying the available
lexicon of each population (i.e., participants with a mental disor-
der and participants without a mental disorder) and then use it to
generate a non-sparse text representation to train an automatic
classification model to distinguish between depressed and control
participants. More formally, let D = {(d1,y1), . . . , (dh ,yh )} be a
training set of h-pairs of documents di and class labels yi , where
yi ∈ Y = {y⊕,y⊖}.2 The first step of our method consists of obtain-
ing the available lexicon (V) for each category, i.e.,Vy⊕ andVy⊖
for the documents belonging to depressed and control categories re-
spectively. Thus, the resultant available lexicon for each categoryyi
is a list ofn-pairs of the formVyi = {(t1,Dst(t1)), . . . , (tn ,Dst(tn ))},
where each term tj is accompanied by its lexical availability score
Dst(tj ). All the details on how to compute the available lexicon are
in §3.1.

Then, for generating the representation of the undiagnosed par-
ticipant ρ (new interviewee), first we obtain its own available lex-
icon (Vρ ). Next, we calculate its availability features (f avail) by
means of a fusion strategy among the top k terms fromVy⊕ ∪Vy⊖
andVρ (see §3.2), resulting in a representation vector like:

®ρ = ⟨f availt1 , . . . , f availtj , . . . , f availtk ⟩ (1)
Once we have this representation, we can follow the traditional

machine learning pipeline for training an automatic classifier.

3.1 Lexical availability computation
As mentioned in §2, the LA test produces a single word list, which
is referred to as the available lexicon (with its corresponding avail-
ability scores), for each community. To compute the availability
scores of this available lexicon, we have to analyze the responses
2We’ll refer as documents to the transcribed text obtained from the participants’
communication processes.

of each individual in that population (see Figure 1 columns 1 to 3);
to that end, we use the formulation described in Callealta Barroso
and Gallego Gallego, defined as follows:

Dst
w,k,m (tj ) =

n∑
i=1

w
( i−1
k−1

)m
×

fji

I
(2)

where tj represents the lexical term for which we want to know
its availability score; i is the position indicator where tj is men-
tioned in the considered individual responses; n is the maximum
position reached by term tj in all the considered responses; I serves
as a normalization factor and is defined as I = most_f req_term,
which depicts the highest frequency found in the vocabulary of
the population being analyzed3; fji is the number of participants
who produced term tj at position i in their respective responses;
k indicates the position value where the score will be equal tow ;
w is the desired weight (normally close to 0) for position k , and
m modulates the weight decay across terms in the final available
lexicon.

TheDst equation will assign higher scores (close to 1) to the most
available words produced by the analyzed participants. Conversely,
it assigns progressively lower scores to less accessible words until
reaching valuew in position k , at a weight decay intensity defined
by the parameter m. Intuitively, the smaller the value of m, the
faster the weight decay across words in consecutive positions. For
all our experiments, we defined w = 0.001 and m = 1.0. Thus,
as established in [8], the Dst (Eq. 2) represents a standardized LA
metric that allows direct comparisons among studies independently
from the size of the produced vocabulary lists.4

3In the original formulation proposed by Callealta Barroso and Gallego Gallego, I is
assigned the total number of participants who participated in the test.
4Our Python implementation to compute the available lexicon (Eq. 2) can be found at:
https://github.com/gabyrr/lexical_availability_score

https://github.com/gabyrr/lexical_availability_score
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Figure 2: Distribution of the PHQ-8 scores from participants in DAIC-WOZ and E-DAIC datasets. We make a distinction be-
tween female/male and train/dev participants. All participants with a PHQ-8 ≥ 10 were labelled as depressed [11, 20].

3.2 Availability features
The goal of this step is to generate the ®ρ vector showed in Eq. 1,
i.e., to compute the availability features (as we illustrate in Figure
1 under the Representation column). We defined the availability
features (f avail) as the single (most representative) LA score for
each term tj ∈ (Vy⊕ ∪Vy⊖ ). Thus, to obtain the f availtj score of term
tj we apply the CombMNZ [18] data-fusion strategy. Data-fusion
strategies aim at integrating many possible answers (scores) for an
object into a single best representative score. Therefore, to compute
the representative score of tj we first obtain the available lexicon
Vρ from instance ρ applying Eq. 2. Then, for obtaining the f availtj
we fuse the scores of word tj from the list Vρ with the previously
computed available lexicons from the populations of interest, in
this case Vy⊕ andVy⊖ . For this process, we do as follows:

f availtj = CombMNZ(tj ,k, {Vρ ,Vy⊕ ,Vy⊖ }) (3)

where tj is the word for which we want a fused score, k indicates
the maximum position where tj will be searched in the input lists,
and V’s are the set of lists that will be considered during the fu-
sion process. Notice that k has the same interpretation of that in
Eq. 2; intuitively, it indicates the number of words (features) to be
considered for building the representation vector.

Thus, assuming N as the number of ranked lists to be fused, Dc

as the normalized score of term tj in list c , and |Dc > 0| as the
number of non-zero scores given to tj by any list c , the final score
for each unique term tj is computed as follows:

CombMNZtj =
N∑
c

Dc × |Dc > 0| (4)

To understand what is happening after applying Eq. 3, let’s as-
sume the term tj , is used by both populations, i.e., by depressed
and control participants. If this term has a low LA score in Vy⊖ ,
and a high score in Vy⊕ , it indicates (to some extent) that tj is
more relevant (more accessible) for depressed participants. Now,
assuming we want to generate the representation of participant ρ.
Following the previous example, if the same tj has a low score in
Vρ , the result of the fusion strategy will produce a f availtj with a
low value, i.e., ρ uses tj as the control population does. Thus, in
the end, ®ρ represents a set of features where its weights indicate to
what category (population) they adjust the best.

4 DATASET
For the experiments, we use the Distress Analysis Interview Cor-
pus - wizard of Oz (DAIC-WOZ) dataset [20] and the Extended
Distress Analysis Interview Corpus (E-DAIC) [11], which is an
extended version of the DAIC-WOZ. Both datasets contain semi-
structured clinical interviews, performed by an animated virtual
interviewer,5 designed to support the diagnosis of psychological
distress conditions such as anxiety, depression, and post-traumatic
disorder. Datasets are multimodal corpora, i.e., they include audio
and video recordings, the transcribed text from the interviews, and
the questionnaire responses. Nevertheless, for performing our ex-
periments we use only the speech transcripts from the participant’s
responses during the interview. All the recordings contain spon-
taneous North American English, and every speaker has a Patient

5For DAIC-WOZ the virtual interviewer is human controlled, while for the E-DAIC
the virtual interviewer is fully automatic.



Table 1: Composition of the DAIC-WOZ and E-DAIC datasets for depressed (D) and control (C) participants. Column ‘#S’s’
depicts the number of participants, ‘Vocabulary’ represents the average number of unique terms in the transcripts, and ‘Re-
sponses’ is the average size of the interview (i.e., the number of utterances produced by the interviewed participant)

Dataset Category
train dev

#S’s Vocabulary (σ ) Responses (σ ) #S’s Vocabulary (σ ) Responses (σ )

DAIC-WOZ D 30 (28%) 266.96 (±90.64) 153.26 (±70.37) 12 (34%) 302.83 (±96.66) 232.08 (±84.21)
C 77 (72%) 264.90 (±108.27) 159.84 (±68.53) 23 (66%) 266.73 (±87.69) 169.30 (±61.97)

E-DAIC D 37 (23%) 402.48 (±133.19) 104.37 (±33.22) 12 (21%) 402.08 (±119.09) 107.5 (±38.04)
C 126 (77%) 430.25 (±145.77) 89.47 (±30.05) 44 (79%) 383.36 (±123.12) 94.31 (±27.01)

Health Questionnaire (PHQ-8) [26] score, which indicates the sever-
ity level of clinical depression. Figure 2 shows the distribution of
the PHQ-8 scores across the interviewed participants (female/male
and train/dev differentiated) in the DAIC-WOZ (Fig. 2a) and E-DAIC
(Fig. 2b) respectively. According to DeVault et al., Gratch et al., par-
ticipants with a PHQ-8 ≥ 10 are labelled as depressed participants.

The DAIC-WOZ was used during the AVEC 2016 challenge [53],
and contains audio-visual interviews of 189 participants: 107 for
training, 35 for development, and 47 for test.6 The E-DAIC was used
during the AVEC 2019 challenge [42], and contains audio-visual
interviews of 275 participants: 163 for training, 56 for development,
and 56 for test.7 Table 1 depicts the composition of the datasets and
some statistics.

5 EXPERIMENTAL SETUP
As a normalization step, we applied the following; all the com-
mon contractions, e.g., we’ll, can’t, etc., are converted to its for-
mal writing, i.e., we will, can not, etc. Disfluencies are preserved,
i.e., all repetitions and hesitations produced in the speech pro-
cess (e.g., i i i think. uh, um, etc.). All non-speech phenomena, e.g.,
<cough>, <laughter>, etc., are labeled as <NON_SPEECH>. All punc-
tuation marks are removed, and number occurrences are labeled as
<NUMBER>. Finally, we lower case all the text.

5.1 Baselines
As first baseline we compare against a traditional Bag-of-Words
(BoW) using the top 1000 most frequent words under a Term Fre-
quency Inverse Document Frequency tf-idf weighting scheme. As
second baseline we use the Linguistic Inquiry and Word Count
(LIWC) [36] categories for representing the documents. LIWC psy-
chological categories provide a way to capture the semantic content
of the language produced [49], e.g., it is possible to detect positive
or negative emotion words, words referencing family, friends or so-
ciety, pronouns which can capture inclusive language (e.g., us, we),
exclusive language (e.g., you, they, them), and words referencing
how the person is feeling (e.g., sad, anxious, sleep).

As third baseline, we evaluate the impact of recent transformer-
based models [54] as a language representation strategy. For our ex-
periments we test an English pre-trained BERT model.8 As known,

6A portion of the DAIC-WOZ transcriptions were generated using the ELAN tool from
the Max Planck Institute for Psycholinguistics [6]
7All E-DAIC transcriptions were generated using Google Cloud’s ASR service.
8https://huggingface.co/transformers/pretrained_models.html

the [CLS] token acts an “aggregate representation” of the input
tokens, and is considered as a sentence representation for many
classification tasks [12]. Accordingly, for generating the representa-
tion of each document, we split the document into smaller chunks
(with maximum length of 512 tokens), obtain the [CLS] encoding
of each chunk, and we apply a mean pooling to obtain the final
document representation. Finally, we also show the performance
of a naive method that assigns the majority class.

5.2 Evaluation
We evaluate our method using three machine learning algorithms,
Table 2 shows the considered algorithms and its parameters.

Table 2: Learning algorithms and its parameters

Algorithm Parameters

Support Vector Classifier (SVC) kernel=‘linear’, random_state=0

Multi-layer Perceptron (MLP) activation=‘relu’, alpha=1e-5,
solver=‘lbfgs’, random_state=0,
max_iter=300

Logistic Regression (LR) solver=‘lbfgs’, random_state=0

For evaluating the performance, we use the F score (F1) for both
the depressed (D) and control (C) classes, and the Macro-F for the
problem (All). This decision was made in agreement with previ-
ous work that reports these metrics [13, 41, 53]. We acknowledge
the limitations regarding the small size of the corpora, however,
this is a common shortcoming of studies that use clinical datasets.
Thus, in order to achieve stable and robust results, we decide to
report performance results, for each dataset, under three validation
strategies: i) we report the average performance over a stratified 10
cross-fold-validation technique using the train partition (10-CFV),
ii) we report the performance over the dev partition only, and, iii)
we report the performance of our method when trained in one
dataset and evaluated in the other, i.e., when outside data is used
as test. We do not report results for the test partitions, since these
are not publicly available.

6 EXPERIMENTAL RESULTS
Table 3 summarizes our results for the experiments using a 10-CFV
strategy over the train partition; Table 4 shows the performance of
the experiments performed on the dev partition of each dataset; and
Table 5 shows the results obtained when our model is evaluated

https://huggingface.co/transformers/pretrained_models.html


Table 3: Average results in the train partitions over 10-CFV

Dataset Method Classifier F1 score
All D C

D
A
IC
-W

O
Z

naive - 0.41 0.00 0.83
BoW MLP 0.61 0.40 0.82
LIWC MLP 0.53 0.34 0.72
BERT SVC 0.69 0.51 0.86

LA100 SVC 0.57 0.41 0.73
LA500 MLP 0.68 0.53 0.83
LA1000 MLP 0.66 0.45 0.86

E-
D
A
IC

naive - 0.43 0.00 0.87
BoW MLP 0.55 0.25 0.84
LIWC MLP 0.58 0.36 0.80
BERT MLP 0.60 0.38 0.82

LA100 LR 0.68 0.49 0.87
LA500 LR 0.65 0.41 0.88
LA1000 MLP 0.59 0.33 0.85

with outside data. Given our space restrictions, we only report
the obtained results from the best learning algorithm (Classifier
column). For the experiments using the LA method, the number
in the sub-index indicates the value of the k from Eq. 2, i.e., the
number of terms considered for obtaining the available lexicon lists.

For the 10-CFV experiments (Table 3), observe that the worst
performance is obtained by the LIWC configuration, F1 = 0.53 and
F1 = 0.58 for DAIC-WOZ and E-DAIC datasets respectively. This
result indicates that using the psychological categories from LIWC
for representing participants’ interactions do not provide good
discriminant features. On the contrary, notice that transformer-
basedmethods such as BERT are able to obtain the best performance
among the considered baselines; F1 = 0.69 in the DAIC-WOZ
dataset, and a F1 = 0.60 in the E-DAIC. Notice that our LA method
achieves a competitive performance in the DAIC-WOZ dataset
(F1 = 0.68) consideringk = 500. Although the overall F1 from BERT
method is better, the LA method is better at identifying participants
from the depressed category (F1D = 0.53), this means that the LA
approach has better recall values (RD = 0.50) in comparisson to the
BERT based-approach (RD = 0.40). The impact of the LA method
is more evident on the E-DAIC dataset, where the LA100 obtains
an overall F1 = 0.68 and F1D = 0.49, outperforming BERT.

A similar behavior can be observed on the experiments per-
formed on the dev partition from each of the considered datasets
(Table 4). For the DAIC-WOZ dataset, notice that the LA100 obtains
an overall F1 = 0.64, outperforming BERT with F1 = 0.56. In the
same way, for the E-DAIC dataset, the LA1000 obtains an overall
F1 = 0.64, outperforming BERT (F1 = 0.59). One important ob-
servation in this experiment is regarding the number of required
terms for the LA method. While for the DAIC-WOZ the top 100
terms are sufficient, in the case of the E-DAIC it becomes necessary
to consider up to 1000 terms. We argue that this variation in the
value of k is related to the size of the respective datasets. Observe in
Table 1 (dev column); the vocabulary size in the DAIC-WOZ dataset
is smaller than the vocabulary in the E-DAIC; suggesting a lesser

Table 4: Experimental results on dev partitions

Dataset Method Classifier F1 score
All D C

D
A
IC
-W

O
Z

naive - 0.39 0.00 0.79
BoW MLP 0.51 0.30 0.72
LIWC MLP 0.49 0.29 0.69
BERT MLP 0.56 0.38 0.73

LA100 MLP 0.64 0.52 0.77
LA500 LR 0.53 0.27 0.80
LA1000 MLP 0.42 0.12 0.72

E-
D
A
IC

naive - 0.44 0.00 0.88
BoW MLP 0.58 0.27 0.89
LIWC MLP 0.56 0.32 0.81
BERT LR 0.59 0.29 0.90

LA100 LR 0.56 0.25 0.88
LA500 LR 0.62 0.35 0.88
LA1000 LR 0.64 0.38 0.90

variation of terminology in the provided answers. At the same time,
the number of responses provided by participants is bigger in the
DAIC-WOZ dataset than in the E-DAIC, i.e., interviews’ duration
are longer on the DAIC-WOZ dataset. All this means that we have
more samples of the communicative process for both depressed and
control users in the DAIC-WOZ, with smaller variability of lexical
units, allowing our method a good performance with a low k .

Finally, in Table 5, we report a series of experiments aiming at
validating the generalization process of our method and its applica-
bility to external data. Thus, we use as training data one complete
dataset, and evaluate the performance of the learned model on dif-
ferent (outside) data. First, notice that for the experiments using the
DAIC-WOZ dataset as training and the dev partition from E-DAIC
as test, the performance of the BoW obtains the best overall F1
score (F1 = 0.81) while the LA1000 obtains the second best result
(F1 = 0.80). Even though these results are similar in terms of the
F1 score, when analyzing the details of each method, we found that
our LA method obtains a better recall performance on the depress
class (RD = 0.92) in comparison with the BoW method (RD = 0.75).
In other words, our method is able to detect 11 out of 12 true de-
pressed participants, while the BoW approach detects only 9 out
of 12. Given the nature of the task, we consider this an important
factor when choosing over the two configurations. On the other
hand, for the experiments using as training the E-DAIC dataset,
and as test the dev parition from DAIC-WOZ, our LA method is
able to outperform all the considered baselines obtaining an overall
F1 = 0.83. Generally speaking, results reported in Table 5 show the
applicability of our method in outside data, and, represent to the
best of our knowledge, the first time such experimental setup is eval-
uated on these two datasets. Hence, we consider these experiments
as an additional contribution of this paper.

6.1 Comparative evaluations
Most of the related work that has done experiments in the consid-
ered datasets have either tackled the problem using multimodal



Table 5: Experimental results when training is done using one complete dataset, and evaluation is made on external data. The
following configurations were tested: (1) training: DAIC-WOZ, test: E-DAIC; (2) training: E-DAIC, test: DAIC-WOZ

Training set Evaluation set Method Classifier F1 score Precision Recall
All D C All D C All D C

DAIC-WOZ E-DAIC BoW SVC 0.81 0.71 0.91 0.81 0.69 0.93 0.83 0.75 0.90
LIWC SVC 0.63 0.37 0.90 0.79 0.75 0.83 0.61 0.25 0.98

(train+dev) (dev) BERT MLP 0.59 0.35 0.83 0.59 0.36 0.82 0.59 0.33 0.84

D:42 (30%) D:12 (21%) LA100 MLP 0.67 0.48 0.85 0.66 0.46 0.86 0.67 0.50 0.84
C:100 (70%) C:44 (79%) LA500 LR 0.78 0.67 0.89 0.76 0.60 0.93 0.81 0.75 0.86

LA1000 SVC 0.80 0.71 0.89 0.78 0.58 0.97 0.87 0.92 0.82

E-DAIC DAIC-WOZ BoW MLP 0.73 0.59 0.87 0.88 1.00 0.77 0.71 0.42 1.00
LIWC SVC 0.40 0.00 0.79 0.33 0.00 0.66 0.50 0.00 1.00

(train+dev) (dev) BERT MLP 0.48 0.15 0.81 0.84 1.00 0.68 0.54 0.08 1.00

D:49 (22%) D:12 (34%) LA100 MLP 0.70 0.64 0.76 0.70 0.56 0.84 0.72 0.75 0.70
C:170 (78%) C:23 (66%) LA500 MLP 0.83 0.76 0.90 0.87 0.89 0.85 0.81 0.67 0.96

LA1000 LR 0.82 0.74 0.90 0.91 1.00 0.82 0.79 0.58 1.00

approaches, or have faced the problem as a regression task (i.e.,
prediction of the PHQ-8 score). Thus, it is very difficult to directly
compare our results.

During the AVEC-2016 challenge, the proposed baseline, an SVM
trained on audio and video features, obtains an F1 = 0.50 over the
dev partition [53]. Similarly, Al Hanai et al. evaluate the perfor-
mance of an LSTM recurrent network, using only the transcripts, re-
porting F1D = 0.67. Rinaldi et al. proposed a deep learning method,
named Joint Latent Prompt Categorization (JLPC), and report a
performance of F1D = 0.44. More recently, in [55] a late fusion
approach between the LA method and a acoustic-based modality
obtains a F1D = 0.80.

For the E-DAIC dataset, most of the related work report results
in terms of the Root Mean Squared Error (RMSE). For instance,
the proposed baseline during AVEC-2019 [42], based on audio and
visual features, obtains a RMSE = 5.03. In [40], authors trained
an attention based BLSTM network, and report a RMSE = 4.37.
Zhang et al., employs doc2vec embeddings as features to train a
multitask-DNN; reports a Micro-F1 = 0.90 and RMSE = 4.66.

6.2 Category-based analysis of the available
lexicon

For evaluating our model’s interpretability, we explore how de-
pressed and control communities employ the identified available
lexicon in each of the considered datasets. For this analysis, we
compute the available lexicon from each category, i.e., D and C, as
explained in §3. Then, to select the most representative terms we
compute the absolute difference among all the availability scores
from {Vy⊕ ∩ Vy⊖ }, we rank the terms according to the obtained
value, and select the top n terms. Selected terms will represent, to
some extent, the subset of lexical units more relevant (i.e., more
accessible), among the analyzed communities.

For the following examples, we select the best configuration
from the experiments reported in Table 5, i.e., (i) training with the
DAIC-WOZ (train+dev) with LA1000, and (ii) training using the
E-DAIC (train+dev) with LA500. For each case, we followed the

procedure described above to obtain the top 20 most representative
terms. Figure 3 illustrates how the identified available lexicon is
employed by the analyzed participants, i.e., how users, from the
respective partitions, recur to these subset of words.

Accordingly, Fig. 3a and 3b correspond to case (i), while Fig. 3c
and 3d represent the case (ii). The first observation we can make is
regarding the available lexicon obtained for the training data, i.e.,
Fig. 3a and Fig. 3c. Observe that, the selected terms have a clear
distinct available score among D and C categories, meaning that
such terms, although relevant, are not equally accessible for the
two populations. While this is true for both datasets, it is more
evident in Fig. 3c, where the shadow generated by the available
lexicon of the control participants is subsumed under the availabil-
ity scores of depressed participants. On the other hand, when we
analyze the availability of these terms on the dev sets (Fig. 3b and
Fig. 3d), notice that for the case (i) there are some differences in
comparison to the respective train partition, e.g., term ‘know’ is
more accessible for depressed participants in the dev set, while in
the train is more accessible for control participants. Conversely, for
case (ii) the availability scores are equivalent to those observed in
the training partition. This reason explains why the results under
this configuration (case ii) are better that those obtained in case (i)
(see Table 5).

During these analysis we identified a few examples that are
partially aligned with previously reported work from the psycho-
logical theory. For instance, the term: ‘know’, commonly used in
the expression ‘you know’, is employed as a way to ensure that the
interlocutor is clear about what is being said. According to previous
studies, using this particular expression opposes to overconfidence,
which is a trait of cognitive rigidity, a characteristic of depression
[1]. Similarly, word ‘kinda’ denotes opposition to dichotomous think-
ing [50], also a trait of language on depressed people. Disfluencies
(‘uh’, ‘hmm’, <non_speech>) are considered as a way of ruminate
response style [14], and also notice the absolutist term ‘lot’ [3]. As
future work we plan to perform a deeper analysis to evaluate how
the available lexicon correlates with aspects such as social skill



(a) DAIC-WOZ
(train+dev)

(b) E-DAIC
(dev)

(c) E-DAIC
(train+dev)

(d) DAIC-WOZ
(dev)

Figure 3: Illustration of the most relevant (available) terms identified in the depressed (D) and control (C) communities.

deficits [45], the use of vague language [4], and self-focused and
detached expressions [43].

7 CONCLUSIONS
This paper addressed the problem of detecting depression from
clinical interview transcripts. Inspired by the Lexical Availability
theory, we propose a method that approximates the mental lexicon
through the identification of the available lexicon for depressed and
non-depressed participants, and use it in a classification process
to detect depression. An in-depth evaluation of our method, in
two well known clinical datasets (DAIC-WOZ and E-DAIC), shows
that the LA method is able to outperform very recent transformer-
based models (BERT), with a relative improvement, in terms of
the F1 metric, of 12.5%, and 7.8% in the DAIC-WOZ and the E-
DAIC respectively. Additionally, our method showed consistent
performance when outside data is used as test, reaching a macro
F1 = 0.83 when the dev partition of the DAIC-WOZ is employed,
representing state-of-the-art results on this particular dataset.

Our work represents the first attempt to approximate the avail-
able lexicon, from participants’ responses produced in a semi-structured
communication process, and successfully use it in a classification
process. An exploration of the information provided by the LA
method showed the interpretation capabilities of our approach, its
relation with previous psycholinguistcs findings, helping to explain
the model’s decisions. As future work directions we plan to evalu-
ate the impact of our proposed approach in a multimodal scenario
(audio and visual), and the influence of the parameters from Eq.
2. Automated detection methods may help to identify depressed
individuals, however, several ethical issues arise. We strongly be-
lieve that further research is needed in order to minimize potential
adverse effects of fully automatic systems.
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