Head Tracking with 3D Texture Map Model in Planning Meeting Analysis
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ABSTRACT
In order to realize automatic detection, recognition, annotation and understanding of video events associated with formal and informal meetings, we need to find first where the participants of interest are and extract their behavior in the meetings. This requires robust and efficient human body, head, face, and hand tracking algorithms in a clustered background. In this paper, we address the tracking of participants’ heads and faces. This is important to estimate the gaze orientations of meeting participants. The feature-based algorithm does not work well because of the low resolution of meeting video. We propose a simple and efficient approach to track human head from the videos of formal and informal meetings. In this approach, we build a head 3D texture map model dynamically on the fly with the incoming image stream and use this model to obtain head orientations and positions. The proposed approach can be divided into four parts. The first part is face detection with color model. We build human skin color model with Gaussian distribution. With this model, we perform face detection and obtain face region for each frame of incoming image stream. The second part is face image registration. We propose a voting procedure to get rotation angle of the face in 2D image plane. With the rotation angles, we can rectify each frame in the same orientation. The next part is head modelling. We model the human head as an ellipsoid with 360° wide image. We build the head 3D texture map model dynamically with the incoming image stream. The head model is in the head orientation (θ, ϕ) space. Finally, we use the 3D texture map model to perform head tracking and obtain head position and orientation for each frame of incoming image stream. In the mean time, we use the tracking results to modify the 3D texture map model, so that we can obtain better results.
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1. INTRODUCTION
In video-based multi-modal meeting analysis, meeting events are recorded by cameras. Understanding of meeting behavior in videos must necessarily combine the psycholinguistics of multi-modal human language, signal and language processing, and computer vision. Meetings are gatherings of humans for purpose of communication, collaboration, confrontation, etc. In our research for multi-modal analysis of planning meetings, we proposed a cross-disciplinary effort dedicated to the analysis of planning meetings spanning the entire research arc from data acquisition through coding and annotation of the multi-modal communication. In order to realize automatic detection, recognition, annotation and understanding of video events associated with formal and informal meetings, we need to find first where the objects of interest i.e. the participants, are and to extract the participants’ behavior in multi-modal communication. This requires robust and efficient human body, head, face, and hand tracking algorithms in a clustered background. Human gesture, speech, and gaze function as an integrated whole, no part of which may be fully understood in isolation [1]. Since they are not subservient to each other, but spring from a ‘deeper’ semantic source in the human mind, they provide a glimpse into the function of the mind in the production of human communication. In order to understand meeting events, we must understand human multi-modal communication behavior, study human gesture, speech, and gaze, and apply them to the analysis of multi-modal communication. The tracking of participants’
Head tracking is a well-researched area; various approaches have been developed based on head model [2, 3, 4, 5, 6, 7]. Facial features [8, 9, 10, 11], support vector machines [12], optical flow [4], and Kalman filtering [13, 14, 15]. However, trying to track human head in a low resolution meeting video is a real challenging task. Besides, the head tracking algorithms must allow great change in orientation. In this situation, the feature-based algorithm does not work well, because we cannot track these features in each frame for the low resolution video. Appearance-based algorithms do not need to track features on the images but have low tracking accuracy. Model-based algorithms have higher tracking accuracy but usually have higher complexity. In our case for the analysis of meeting events, we hope get higher tracking accuracy from the low resolution meeting videos. In our work, we combine appearance-based and model-based techniques to develop a simple and efficient head tracking algorithm. This algorithm does not need to track features and allows great change in orientation. It has four steps including face region segmentation, face image rectification, head 3D texture map model developing, and head tracking with the 3D texture map model. In the first step, we develop a Gaussian skin color model with skin color samples from the face images and apply this model to segment the face region for each frame of the videos. In the second step, we propose a voting procedure to obtain the rotation angle for the current frame. With this rotation angle, we can rectify the face image to the same orientation of the previous frames. In the next step, we model the human head as an ellipsoid with a 360° wide image. We project face images onto theellipsoidal surface to build a 3D texture map model in (θ, ϕ) space. In the final step, we register each frame of the incoming image stream onto the 3D texture map model to obtain positions and orientations of the head, so that we can track the head in the videos.

Figure 1 shows the whole approach for the head tracking with 3D texture map model. The approach can be divided by four parts including face detection, face image registration, head 3D texture map model developing, and head tracking with the 3D texture map model. The first part is face detection for the incoming image stream. In this part, we build skin color model with Gaussian distribution. With this Gaussian skin color model, we segment face region for each frame of the video, so we can obtain face image stream. The second part is the face image registration. In this part, we apply harris corner detector to detect corner points in face region. With these corner points, we register the current face image with the previous frame of the video, so that we can get the rotation angle between these two face images. Through the registration, we can obtain the same orientation face images. The next part is building head 3D texture map model. In this part, we model the human head as an ellipsoid with 360° wide image. We project and warp the face images obtained from face detection onto the ellipsoidal surface. We expand the ellipsoidal surface on (θ, ϕ) plane and we can compute a texture map for each face. By registering all texture maps of the face image stream onto the (θ, ϕ) plane, we can obtain head 3D texture map model. The final part is the head tracking with the head 3D texture model. In this part we compute a texture map for each face image and register this texture map onto the 3D texture map model. We can obtain the head orientation of the current frame. Combining with the 2D face detection process and camera model, we can also obtain the head position in each frame of the incoming image stream. In the meantime, we also use the tracking results to update our 3D texture map model. During the tracking process, we build the head 3D texture map model dynamically on the fly using incoming image stream and the model will be updated continuously. With more accurate model, we can obtain higher accurate results.

3. FACE DETECTION

In this section, we investigate face in two dimensional images. We build a skin color model with Gaussian distribution and segment face region for each frame of incoming images.
image stream. The outcome of this process is the face image stream which can be used to build head 3D texture map model.

To segment human face region from background, we apply well-developed skin color model theory established by Yang and other researchers [16, 17, 7, 18]. A survey on skin color detection techniques is available in [19].

The skin color model theory is based on the facts that (a) human skin color are clustered in the color space; (b) the skin color differences among people of difference in races, sexes, and ages can be reduced by intensity normalization; (c) under certain lighting conditions, a skin color distribution can be characterized by a multivariate Gaussian distribution in the normalized color space. Therefore, we can model human face with different color appearances in the normalized color space. By computing the probability of a pixel in skin color Gaussian distribution we can employ the maximum likelihood threshold to estimate the face region.

We build the face skin color model in RGB space. Usually the RGB space in original color image includes luminance component, which makes it difficult to characterize skin color because lighting effects change the appearance of the skin. In order to eliminate lighting effects, the original color images are converted to chromatic color images. The formula is

\[
\begin{bmatrix}
r \\
b \\
g
\end{bmatrix} = \begin{bmatrix}
E_r \\
E_b \\
E_g
\end{bmatrix} + \begin{bmatrix}
\sigma_r^2 \\
\sigma_b^2 \\
\sigma_g^2
\end{bmatrix}\frac{1}{3}
\]

(1)

In above, as \(r + b + g = 1\), there are only two independent components, so we omit the third component. For each pixel, we have a color vector \(x = (r \ b \ g)^T\). The two dimensional Gaussian distribution model is expressed as \(N(m, C)\) with

\[
\begin{align*}
m &= E\{x\} \\
C &= E\{(x-m)(x-m)^T\}
\end{align*}
\]

(2)

where,

- \(m\) is the mean vector;
- \(C\) is the covariance matrix.

We manually collect over 20 human faces deliberated from different races, age, sex in our lab video database. They are used to compute a generalized skin color Gaussian distribution model. The skin color mean vector and covariance matrix are

\[
\begin{bmatrix}
m \\
C
\end{bmatrix} = \begin{bmatrix}
105.08 & 141.08 \\
137.96 & 125.34 & 125.34 & 251.15
\end{bmatrix}
\]

The model is shown in figure 2 with \(r\) plotted against \(b\).

The skin color model above is a generalized from multiple subjects under different lighting conditions. In actual tracking implementation, we sample several image frames from an individual video and generate a subject-oriented skin color model. If necessary, we might even update the skin color frame by frame for a tracking video sequence. But the experiment shows that the skin color model value (mean and covariance) do not change significantly and the update does not gain much accuracy in computing the skin color probability later on.

Once the skin color model is built, we can use it to compute the probability of each pixel in an image being skin color or not. The probability of a pixel with color \(x\) is

\[
P(x) = \exp \left\{ -\frac{1}{2}(x-m)^TC^{-1}(x-m) \right\}.
\]

(3)

Given a probability threshold, we can threshold non-skin pixels in the image, and find the face candidate regions. As skin colors do vary between each individual subject, we shall find best threshold value for different subject under different application (background, illumination, etc.).

In implementation, we scale the skin color probability of every pixel in an image from \([0, 1]\) to \([0, 255]\), thus we can create a probability gray scale image. Furthermore, by thresholding, we can create a black/white binary image to represent non-skin color regions and skin color regions. One example is shown in figure 3.

4. FACE IMAGE REGISTRATION

As described in section 2, we model the human head as an ellipsoid with a 360° wide image. We project face images onto the ellipsoidal surface to build this model. Before we do the projection, we need to know the head rotate angle between current and previous frames in 2D image plane (We require that the subject face to the camera in initial frame). With this rotate angle, we can rectify the current frame, so that we have same head orientation for these two frames in 2D image plane. With these rectified face images, we build head 3D model.

4.1 Procedure for Face Image Registration

In this section, we propose a voting procedure for the face registration. For each face image, we count the number of pixels of each orientation (which can be calculated by equation (3)) in all frames and also count the number of frames with all pixels (with probability) higher than threshold. Then for each face image, we average the number of orientations and threshold to find the best rotation and threshold. We use this rotation and threshold to rectify the current frame. The next step is to find the best head orientation in all previous frames and use this orientation to rectify the current frame.
Current Face Image \( I_t \)

Orientation of an Image Patch

We can determine the value of the scaling between previous face images. We can cover the same scene. Use different sizes of image patches to deal with the scaling situation. For each corner point we can create a patch, so we can obtain an image patch set for previous face image and another set for current face image. By computing orientation for each image patch with eigenvector approach, we can obtain an orientation set for previous face image patches and another orientation set for current face image patches. With these two orientation sets, we can compute the orientation difference for each image patch between previous and current face images. We use these orientation differences to vote and create a voting histogram. The orientation difference corresponding to the maximum peak of the histogram is the rotate angle between previous and current face images. To deal with the scaling problem, we need to change the size of image patch by changing the radius, so that the corresponding patches on previous and current face images can cover the same scene. Use different sizes of image patches to create different voting histograms. With the voting histogram that has the highest maximum peak, we can determine the value of the scaling between previous and current face images.

4.2 Orientation of an Image Patch

For a given image patch \( p(i,j) \) \((i = 1, 2, ..., m)\), the covariance matrix is defined as

\[
COV_p = E\{(X - m_x)(X - m_x)^T\}
\]

(4)

where,

\[ X = \begin{pmatrix} i \\ j \end{pmatrix} \]

is the position of a pixel;

\[ m_x = \begin{pmatrix} m_{x1} \\ m_{x2} \end{pmatrix} \]

is the centroid of the image patch \( p(i,j) \), the first order moment,

\[
\begin{align*}
C_{11} &= \sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(i - m_{x1})^2 \\
C_{12} &= \sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(i - m_{x1})(j - m_{x2}) \\
C_{21} &= \sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(j - m_{x2})(i - m_{x1}) \\
C_{22} &= \sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(j - m_{x2})^2
\end{align*}
\]

(5)

The eigenvalues can be found by solving

\[
|COV_p - \lambda I| = 0
\]

(8)

Equation 8 will give us two eigenvalues. Suppose \( \lambda_1 \) is the largest eigenvalue and \( \lambda_2 \) is the smallest eigenvalue. The normalized eigenvectors \( V_1 \) and \( V_2 \) that correspond to the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are of course orthogonal. The eigenvalues satisfy the relations

\[
\begin{align*}
V_1^T COV_p V_1 &= \lambda_1 \\
V_2^T COV_p V_2 &= \lambda_2
\end{align*}
\]

(9)

The direction of eigenvector \( V_1 \) is defined as the orientation of image patch \( p(i,j) \).

\[
tan2\varphi_1 = \frac{2C_{12}}{C_{11} - C_{22}} = \frac{2\sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(i - m_{x1})(j - m_{x2})}{\sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(i - m_{x1})^2 - \sum_{i=1}^{n} \sum_{j=1}^{m} p(i,j)(j - m_{x2})^2}
\]

(10)

or

\[
\begin{align*}
\varphi_1 &= \arctan \left( \frac{C_{12}}{C_{11} - C_{22}} \right) \\
\varphi_2 &= \arctan \left( \frac{C_{21}}{C_{22} - C_{11}} \right)
\end{align*}
\]

(11)

where, \( \varphi_1 \) is the direction of eigenvector \( V_1 \) and \( \varphi_2 \) is the direction of eigenvector \( V_2 \). Figure 5 shows the orientation of an image patch.

4.3 Image Patch Shapes and Positions

In this registration procedure, how to choose image patches is very important. Although we do not need to know which patch in the current face image corresponds to which patch in previous face image, we do need the corresponding patches to cover the same scene, so the positions and shapes of the image patches are very important.

In order to cover the same scene for the corresponding patches, we need to find some features in images to determine the positions of the patches. Image corners are good features for image patch positions. We apply Harris corner detection algorithm [20] to extract these corner points. As shown in
figure 6, although the current image has rotation related to the initial image, the corner feature has not changed in its own image. If we choose a proper shape for the image patch, it can cover same scene.

As mentioned above, image patch shapes are crucial for this registration approach. Because the current image has rotation related to the previous image, the rectangle shape can not be used. To handle this rotation, we choose a circle as the shape of image patches. As shown in figure 7, although there is rotation between the current and previous images, the image patches cover same scene if the patches are in the right positions.

### 4.4 Voting Histogram for Head Rotation and Scaling in 2D Image Plane

Suppose the rotation angle between current image $I_t$ and previous image $I_f$ is $\varphi$. $p_t$ is a patch on current image $I_t$ and $p_f$ is a patch on previous image $I_f$. $\varphi$ is the orientation of image patch $p_t$ and $\varphi_f$ is the orientation of image patch $p_f$. The orientation difference between these two patches is

$$\Delta \varphi = |\varphi_t - \varphi_f|$$  \hspace{1cm} (12)

If $p_t$ and $p_f$ are corresponding image patches, we will have

$$\Delta \varphi = |\varphi|$$  \hspace{1cm} (13)

On the basis of above, we can obtain the rotation angle of the current face image related to the previous face image by voting process. First, we compute the orientation differences of all image patches between current face image $I_t$ and previous face image $I_f$, so we obtain a number of $\Delta \varphi^i (i = 1, 2, \ldots, n_t \times n_f)$. Second, we create the histogram for the $\Delta \varphi^i (i = 1, 2, \ldots, n_t \times n_f)$. Finally, we choose the $\Delta \varphi^i$ corresponding to the maximum peak of the histogram as the rotation angle between current and initial images shown in figure 8.

If the scale between the current and previous face images is not one, we can obtain the value of the scaling through a series of voting processes. By changing the size of the image patches and computing the voting histograms, we can obtain a series of voting histograms shown in figure 9. Choose the one which has the highest maximum peak in voting histograms. Suppose the image patch size on the current image is $A_{t_i} (i = 1, 2, \ldots, n_1)$ and the image patch size on the reference image is $A_{f_j} (j = 1, 2, \ldots, n_2)$. For each pair of image patch sizes $A_{t_i}$ and $A_{f_j}$, we can obtain a voting histogram $H^k (k = 1, 2, \ldots, n_1 \times n_2)$ and corresponding orientation difference $\Delta \varphi^k (k = 1, 2, \ldots, n_1 \times n_2)$.

Choose the one which has the highest maximum peak

$$H_{\text{highest}} = \max_k \{H^k, k = 1, 2, \ldots, n_1 \times n_2\}$$  \hspace{1cm} (14)

Let $A_t$ and $A_f$ denote the patch sizes on current and initial images corresponding to the histogram $H_{\text{highest}}$ which has the highest maximum peak. The value of the scaling between the current and previous images can be computed as

$$s = \sqrt{A_t/A_f}.$$  \hspace{1cm} (15)

We also use this to estimate head position changes in Z direction.
In the mean time, the orientation difference $\Delta \phi$ corresponding to the histogram $H_{\text{highest}}$ is the rotate angle $\phi$ between the current and previous images. Figure 10 shows an example of rotation angle between current and previous images.

5. HEAD MODELING WITH ELLIPSOID

5.1 Face Image Projection

Figure 11 shows the process of a face image project onto an ellipsoidal surface. We assume that the head is an ellipsoid with a $360^\circ$ wide image, or more precisely, a video showing facial expression changes, texture mapped onto the ellipsoidal surface. Only an $180^\circ$ wide slice of this texture is visible in any particular frame; this corresponds with the visible portion of the face in each video image.

Shown as figure 11 (a), suppose we have a point $q$ on ellipsoidal surface. Its orientation is determined by $(\theta, \phi)$. The corresponding point on image plane $I_p$ is $q'$. For point $q(x, y, z)$ on ellipsoidal surface, we have

$$\begin{align*}
y &= R \cos \phi \\
x &= R \sin \phi \cos \theta \\
z &= R \sin \phi \sin \theta
\end{align*}$$

(16)

On the other hand, for the big ellipse, we have

$$\begin{align*}
y &= r_a \cos \phi \\
x &= r_b \sin \phi
\end{align*}$$

(17)

and

$$R = x^2 + y^2$$

(18)

So the point $q$ on ellipsoidal surface can be determined by $(\theta, \phi, r_a, r_b)$.

As shown in figure 11 (b), if we consider about 3D object to 2D image, the projection of arc $cd$ on ellipsoidal surface is the line $cd$ in image plane $I_p$. Now we need to do the reverse process. We project pixels on line $cd$, $q'$, onto ellipsoidal surface, $q$. Then we stretch arc $cd$ into a line $c_1d_1$.

So given a point $q'$ on face image, we can project it onto the ellipsoidal surface and get point $q$. After stretch the arc into a line, we get point $q_1$. By this way, for each point in face image, we can obtain a corresponding point on the stretched ellipsoidal surface and its orientation is determined by $\theta$ and $\phi$. So we can transfer face image on 2D image plane into texture map on $(\theta, \phi)$ plane. Figure 12 shows an example of texture map of a face image.
5.2 Confidence Maps

As the input image is inverse projected onto ellipsoid surface, not all pixels have equal confidence. Here, we use normal of the surface to measure the confidence.

For the surface expressed by $F(x, y, z) = 0$, a normal at a point $(x, y, z)$ on the surface is given by the gradient $\nabla F(x, y, z)$. Usually, we normalize it

$$N = \frac{\nabla F(x, y, z)}{\|\nabla F(x, y, z)\|}.$$  \hspace{1cm} (19)

Figure 13 (a) shows the normal of an ellipsoidal surface.

Now, we can define our confidence for the projection of an 2D image onto an ellipsoidal surface. If the direction of normal at a point is the same as the direction of projection axis (camera’s optical axis), the confidence is maximum. If the angle between the direction of normal and the direction of projection axis is $90^\circ$, then the confidence is zero.

As we described in section 5.1, we transfer face image on 2D image plane into texture map on $(\theta, \phi)$ plane. So our confidence map for the ellipsoidal surface needs also to be in $(\theta, \phi)$ plane. Figure 13 (b) shows the confidence map in $(\theta, \phi)$ plane. With different level confidence, we can get different sizes of texture map image. Figure 14 shows texture maps which the confidences are greater than or equal 90%, 70%, 50%, and 30% separately.

5.3 Head 3D Map Model

For the incoming image stream, we perform face detection using Gaussian skin color model. We obtain a face image stream. We project each frame of the face image stream onto an ellipsoidal surface and compute a texture map in $(\theta, \phi)$ plane. With a confidence map, we can select the texture map area which corresponding to the threshold of the confidence. We register each texture map of the face image stream to the texture map of initial frame (we assumed that the subject faces to camera at the beginning). At last we obtain head 3D texture map model in $(\theta, \phi)$ plane. Figure 15 shows a head 3D texture map model built by this approach.

6. HEAD TRACKING WITH 3D TEXTURE MAP MODEL

Similar as the process of building 3D texture map model, the head tracking process also needs to do these steps: detect face region for each frame of incoming image stream; project each face image onto an ellipsoidal surface and compute texture map. By registering the texture map of incoming face image stream onto the head 3D texture map model, we obtain head position and orientation for each frame. In this way, we can perform head tracking with the 3D texture model. In the mean time, we also use the tracking results to modify the head 3D texture map model.

7. CONCLUSION

In video-based multi-modal analysis of formal and informal meetings, understanding of video events associated with the meetings needs to understand human communication behavior. In order to realize automatic detection, recognition, annotation of these video events, we need robust and efficient human body, head, face and hand tracking algorithms in a clustered background. In this paper, we proposed a simple and efficient head tracking algorithm. It is developed by combining appearance-based and model-based approaches. The algorithm is suitable for the case of low resolution meeting video and allows great change in orientation. In this algorithm, we model the human head as an ellipsoid with
the ellipsoidal surface. We build a head 3D texture map model dynamically on the fly by projecting the face images onto the ellipsoidal surface. Because the head model is in a 3D space, we register each frame of the incoming image stream onto the 3D texture map model to obtain head positions and orientations. In the whole process, the face region of each frame is segmented using a Gaussian skin color model developed using skin color samples and Gaussian distribution. We also proposed a voting procedure to obtain head rotation angles in 2D image plane. We can rectify face images in the same orientation using the angle. The head tracking results are very important to estimate the gaze orientations of meeting participants, which is very important for the multi-modal analysis of video events of meetings.
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