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Abstract. This paper investigates the use of multiple pronunciations modeling for User- Customized Password Speaker Verification (UCP-SV). The main characteristic of the UCP-SV is that the system does not have any a priori knowledge about the password used by the speaker. Our aim is to exploit the information about how the speaker pronounces a password in the decision process. This information is extracted automatically by using a speaker-independent speech recognizer. In this paper, we investigate and compare several techniques. Some of them are based on the combination of confidence scores estimated by different models. In this context, we propose a new confidence measure that uses acoustic information extracted during the speaker enrollment and based on log likelihood ratio measure. These techniques show significant improvement (15.7% relative improvement in terms of equal error rate) compared to a UCP-SV baseline system where the speaker is modeled by only one model (corresponding to one utterance).
1 Introduction

In most text-dependent speaker verification systems, the system has a priori knowledge about the text, such as the phonetic transcription (pronunciation) of the password which is given by an expert (phonetician) or extracted from a standard pronunciation dictionary. These systems achieve relatively good performance but at the cost of user constraints. In this paper, we are interested in what we referred to as User-Customized Password Speaker Verification (UCP-SV) [1], where the speaker is free to choose a password on which the verification will be performed. Typically, each speaker repeats a password a few times, then a speaker-independent speech recognizer infers the phonetic transcriptions where each utterance will be represented by a sequence of phonemes. The inferred phonetic transcriptions (pronunciations) can be considered as an information source of how a speaker pronounces a password.

In previous work [1], we have used the best (according to a posteriori probability criterion) phonetic transcription to build-up the speaker dependent Hidden Markov Model (HMM). In this work, we extend our investigation by allowing several alternative phonetic transcriptions to be used for speaker modeling. Hereafter, this will be referred to as multiple pronunciations modeling.

One of the factors that can degrade the performance of a speaker verification system is the intra-speaker variability, that is, the speaker can not pronounce the same word with the same manner even in the same session. By using multiple pronunciations, it could be possible to reduce this effect.

From these multiple models, the problem is then how to compute the confidence score in order to accept or reject a speaker? The goal of this paper is to investigate and compare several procedures. Some of them are based on the use of the confidence score of the best model, and others use some combination techniques. In this context, we propose a new confidence measure that uses acoustic information extracted using the train data. It normalizes the log likelihood ratio of the test data by the log likelihood ratio of the train data. All these techniques are log likelihood ratio based.

The rest of the paper is organized as follows; Section 2 describes briefly the databases we have used and the experimental set-up. Section 3 describes the speaker acoustic modeling during the enrollment step and Section 4 describes some of the techniques we have investigated and reports the obtained results.

2 Databases and Experimental Set-up

Two databases were used in this work. The Swiss French PolyPhone database [2] was used to train different speaker-independent speech recognizers. The speaker verification experiments were conducted using the PolyVar database [2]. This database comprises telephone recordings from 143 speakers, each speaker recording between 1 and 229 sessions. Each session consists of one repetition of the same set of 17 words (composed of 3 to 12 phonemes each) common for all speakers. A set of 38 speakers (24 males and 14 female) who have more than 26 sessions were selected. For each of these speakers, the first 5 utterances (corresponding to the first 5 sessions) of the same word are used as training data, between 18 and 22 utterances of the same word were used as client accesses. Each speaker has a subset of 19 speakers as impostors, each impostor has two accesses for each word. For acoustic features, 12 MFCCs coefficients with energy complemented by their first derivatives were calculated every 10 ms over 30 ms window, resulting in 26 coefficients.

Two speaker-independent speech recognizers were trained using PolyPhone database:

- A Multi-layer perceptron (MLP) with a set of parameter \( \Theta \). This SI-MLP has 234 input units with 9 consecutive 26 dimensional acoustic vectors, 600 hidden units and 36 outputs, each output associated with a specific phone.
- An HMM with a set of parameter \( \lambda \). This HMM has 36 context-independent phone models. The phone models consisted of 3 states left-to-right HMM with 3 mixtures/state. This HMM model was used as a priori distribution for MAP (maximum a posteriori) adaptation [3].
3 Speaker Acoustic Modeling

In UCP-SV, the enrollment of a new speaker consists of two steps; (1) the inference of the phonetic transcriptions (pronunciations) and, (2) the creation of the speaker acoustic model (HMM).

3.1 Pronunciations inference

As mentioned above, we are interested in UCP-SV, where no \textit{a priori} information is available about the possible pronunciations of the chosen password. These pronunciations should be determined automatically. A speaker-independent hybrid HMM/MLP [4] system is used to infer the pronunciation of each utterance in the enrollment data. To do this, we match (using Viterbi decoding) each of the utterances with an ergodic HMM model using local posterior probabilities estimated through the SI-MLP $\Theta$. This results in $L$ pronunciation models ($M_\ell$, $1 \leq \ell \leq L$), in our case $L = 5$. The consistency of these pronunciations depends on the performance of the acoustic speech recognizer.

3.2 Models selection and parameter estimation

Once we infer the possible pronunciations, we then aim to create the speaker-dependent model that best represents the lexical content of the password and achieves the best performance. Two approaches are investigated.

3.2.1 Single model

In this approach, from all the inferred pronunciations, we chose the best one to build the speaker model. The best pronunciation $\hat{M}$ is defined as the one produces the highest posterior probability over all the enrollment utterances, i.e:

$$\hat{M} = \arg \max_{1 \leq \ell \leq L} \left[ \sum_{i=1}^{I} \log P(M_\ell|X_i, \Theta) \right]$$

(1)

where $L$ is the number of pronunciations,

$$\log P(M_\ell|X_i, \Theta) = \frac{1}{N_i} \sum_{n=1}^{N_i} \log p(q_{k}^{n,i}|x_{n,i}, \Theta)$$

(2)

and $p(q_{k}^{n,i}|x_{n,i}, \Theta)$ is the local posterior probability of the decoded phone $q_k$ at time $n$ associated with the frame $x_{n,i}$ of the $i^{th}$ utterance and $N_i$ is the length of the utterance $X_i$.

Once $\hat{M}$ is selected, a MAP adaptation procedure is performed which consists of adapting the mean of the Gaussians of phone models of $\lambda$ constituting $\hat{M}$. This results in a speaker-dependent HMM model parametrized by $\lambda_c$.

3.2.2 Multiple models

The problem with the previous approach, is that the speaker can not pronounce exactly the same word in the same manner from one trial to another. So, if there is a mismatch between $\hat{M}$ and the test utterance this will cause a degradation in the verification performance. In this approach, instead of selecting only one pronunciation, we keep all of them and we build-up an HMM model for each pronunciation using the same MAP adaptation procedure as explained in the previous section.
4 Confidence Measures based Speaker Verification

This section describes and reports results of several techniques that we have used to take the decision to accept or reject a speaker for both conditions explained in Sec (3.2). The decision can be expressed as follows:

\[ S = S_k \text{ if } CM \geq \Delta \]  

(3)

where \( S \) represents the test speaker, \( S_k \) the claimed speaker, CM is the confidence measure based hypothesis testing criteria and \( \Delta \) is a speaker-independent threshold. As we are using HMM models, all the confidence measures described below are log likelihood ratio (LLR) based. For all techniques, the performance is reported using a threshold determined \textit{a posteriori} to minimize the equal error rate (EER).

4.1 Single model

In this case\(^1\), the confidence measure is just the log likelihood ratio usually used in text-dependent speaker verification. Assuming that the simultaneous probability \( P(M, S) \) of any speaker and any word is equal for all combinations of speakers and word, the CM in (3) can be expressed as:

\[ CM_1 = \frac{1}{N} \left[ \log P(X|M, \lambda_c) - \log P(X|\hat{M}, \lambda) \right] \]  

(4)

where \( N \) is the length of the test utterance after removing the silence segment, and \( \hat{M} \) is the inferred pronunciation according to (1). Table 1 shows the performance of \( CM_1 \) compared to that obtained by the reference system where the correct pronunciation of the password is known.

<table>
<thead>
<tr>
<th></th>
<th>Posterior threshold</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>1.36</td>
<td>5.65%</td>
</tr>
<tr>
<td>( CM_1 )</td>
<td>1.45</td>
<td>7.03%</td>
</tr>
</tbody>
</table>

Table 1: The performance of UCP-SV using \( CM_1 \) compared to the reference system.

It is clear that the reference system achieves better performance than UCP-SV. It has also been found that this improvement is mainly due to the normalization model \((\hat{M}, \lambda)\), which is automatically inferred in the case of UCP-SV. So, it did not reflect how all speakers pronounce the password but how the target speaker pronounces it, which reduced the competitiveness of this model.

4.2 Multiple models

There are two alternatives to compute the confidence measure from multiple models. The first solution is to dynamically (during the test) select the model with the best confidence measure. The second solution uses all the models and apply some combination techniques that will make use of all the individual model CM.

4.2.1 Dynamically choosing the best model

The criterion we have used to select the \textit{best} model is based on the confidence measure estimated for each model using the test utterance. The CM in (3) can be defined as follows:

\[ CM_2 = \max_{1 \leq i \leq L} \left[ \frac{1}{N} \left[ \log P(X|M_i, \lambda_{c,i}) - \log P(X|M, \lambda) \right] \right] \]  

(5)

where \( L \) is the number of models, and \( \lambda_{c,i} \) is the client model associated with the pronunciation \( M_i \).

Table 2 shows the performance of the system using the \( i^{th} \) \((1 \leq i \leq 5)\) best model.

\(^1\)For more detail about the approach, see [1].
Table 2: The performance of UCP-SV using $CM_2$.

<table>
<thead>
<tr>
<th></th>
<th>Posterior threshold</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First best</td>
<td>2.35</td>
<td>6.95%</td>
</tr>
<tr>
<td>Second best</td>
<td>1.86</td>
<td>6.36%</td>
</tr>
<tr>
<td>Third best</td>
<td>1.58</td>
<td>6.01%</td>
</tr>
<tr>
<td>Fourth best</td>
<td>1.28</td>
<td>5.97%</td>
</tr>
<tr>
<td>Fifth best</td>
<td>0.82</td>
<td>6.50%</td>
</tr>
</tbody>
</table>

From the table, we can observe that:

- Using multiple models always gives better results than the use of a single model.
- The best performance is not achieved by using the best model. In our case, surprisingly, the fourth model yields the best performance.

This can simply be explained by the fact that our multiple models decision strategy is probably not optimal. To analyze these results, we plot the false acceptance (FA) and the false rejection (FR) error rates for each system using a priori threshold $\Delta = 1.28$ (the threshold of the best system).

Figure 1: False rejection and false acceptance error rates for each system using a priori threshold $\Delta = 1.28$.

It can be observed from the Figure1 that using the first best model gave a low FR rate but increased considerably the FA rate, while the use of the worst model decreased the FA rate but increased the FR. So, the optimal model is somewhere between these two models. This is the weakness of this technique (in real application) as the selection of this optimal model is not obvious and depends on the data.

4.2.2 Averaging confidence measures

A simple way to do the combination is to take the average confidence measure. In this case, the CM in (3) can be defined as follows:

$$CM_3 = \frac{1}{L} \sum_{\ell=1}^{L} \frac{1}{N} [\log P(X|M_\ell, \lambda_{c,\ell}) - \log P(X|M_\ell, \lambda)]$$  

(6)

where $L$ is the number of models.

Using this CM, the obtained EER was equal to 5.97% with a threshold $\Delta = 1.58$. This shows that taking the average over all the individual CM significantly improves the performance (15.14% relative improvement) compared to the system using a single model.
The obtained EER is equal to that obtained by the optimal system in section (4.2.1). This indicates that for a specific speaker, there is a model associated with a specific pronunciation that can be a trade off between a good client model and a good normalization model for the test utterance. So, all the discriminative information used to take the decision is represented by this model. It is worth mentioning that (for a specific speaker) all models are adapted with the same MAP adaptation procedure using the same data, but using different pronunciation models. So, if there is any complementary information that the combination could benefit from, it is most probably the pronunciation variation.

### 4.2.3 Normalized confidence measure

As suggested in [5], the confidence measure used here is similar to the voting technique where the final decision is based on the local decision taken by each subsystem (model). In this approach, the CM in (3) is then defined as follows:

\[
CM_4 = \frac{1}{L} \sum_{\ell=1}^{L} f(cm_\ell) 
\]

where

\[
f(cm_\ell) = \begin{cases} 
1, & \text{if } cm_\ell \geq \delta_{c,\ell}; \\
0, & \text{otherwise} 
\end{cases}
\]

and \(cm_\ell\) is the CM computed using (4) with the speaker model \((M_\ell, \lambda_{c,\ell})\), and \(\delta_{c,\ell}\) is a local speaker and model dependent threshold. This \(CM_4\), which belongs to the \([0, 1]\) interval, can be interpreted as a percentage of times that the local confidence measure \(cm_\ell\) exceeded its local threshold \(\delta_{c,\ell}\).

One difficulty that can make the use of \(CM_4\) undesirable in real application is the estimation of the local confidence measure \(cm_\ell\). It is desirable to have a local threshold which is:

- Speaker and model independent \((\delta_{c,\ell} = \delta)\): So, it can be determined a priori on separate data.
- Interpretable and adjustable: so, it will be easy to adjust its value according to the application requirements.

The local confidence measure \(cm_\ell\) has a wide dynamic range since, theoretically \(cm_\ell \in ]-\infty, +\infty[\). To satisfy the above two conditions, we propose a new confidence measure \(cm'_\ell\) that transforms \(cm_\ell\) to a more interpretable CM. The new \(cm'_\ell\) uses the log likelihood ratio of the train data to normalize \(cm_\ell\). It is based on the following assumption:

\[
CM(train) \geq CM(test) 
\]

\[
\Rightarrow \frac{CM(test)}{CM(train)} \leq 1
\]

which says that the confidence measure computed using the train data is the best confidence measure we can get.

Using this assumption, the new confidence measure \(cm'_\ell\) can be defined as follows:

\[
cm'_\ell = \frac{cm_\ell}{I \sum_{i=1}^{I} [\log P(X_i|M_\ell, \lambda_{c,\ell}) - \log P(X_i|M_\ell, \lambda)]} 
\]

where \(I\) is the number of training utterances for the speaker \(c\). The denominator is the average log likelihood ratio of the training data computed for each model. By using (12):
• The new confidence measure $cm'_\ell$ will have a limited dynamic range with an upper bound equal to 1. It indicates how much mismatch is there between the test data and the train data. Closer $cm'_\ell$ to 1, more probable the claimed identity is valid.

• The search for a local speaker-independent threshold $\delta$ will be in a fixed range $[0, 1]$ \(^3\). So, depending on the application requirements, we can fix a prior threshold without the need of a separate data.

Note that in this technique we have two thresholds, a local threshold $\delta$ and a global threshold $\Delta$. In Figure 2, we plot the variations of the FR and FA error rates for several values of $\Delta$ \(^4\). The EER was equal to 5.93% (15.7% relative improvement), obtained with global threshold $\Delta = 0.6$ and local threshold $\delta = 0.21$.

![Figure 2: FR and FA error rates using CM\(_4\): For each global threshold $\Delta$ we have varied the local threshold $\delta$ from 0 to 1 and each step we compute the associated FR and FA error rates.](image)

This result is quite similar to that obtained using the average CM \((6)\). The advantage of this technique, however, is that the threshold has a meaningful interpretation and is easily adjustable according to the application requirements.

5 Conclusion

Several techniques that exploit the use of multiple pronunciations modeling in user-customized password speaker verification have been investigated. Experiments carried out on PolyVar database showed that the use of multiple pronunciations significantly improved the performance (15.7% relative improvement in terms of EER) of the system compared to that obtained by the one allowing only one pronunciation.

A new confidence measure has also been presented. This CM normalizes the usual log likelihood ratio of the test utterance by the log likelihood ratio of the train data. This normalization makes the confidence score more meaningful and interpretable.

As a future work, we intend to further investigate the robustness of the new confidence measure in mismatch conditions, e.g., the effect of this normalization on the FA and FR error rates. We should also study how useful this normalization is for a priori threshold estimation and finally how to extend this approach to the sub-word (phone) level in text-dependent speaker verification.

\(^3\)Theoretically, the threshold is equal to 0 (in log domain) and practically higher than 0.

\(^4\)In our case, $CM_4$ has 6 possible values $\{0, 0.2, 0.4, 0.6, 0.8, 1\}$. 
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