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Abstract. A novel method is presented to enhance the generalization performances of multi-layer perceptrons used as discriminant networks. We clearly show how to modify the learning criterion in order to control the error distribution. We show that using this cost function, in a Bagging framework, the generalization performance increases. This method is tested and compared with the standard mean squared error criterion and is applied here to a benchmark problem.
1 Introduction

The choice of the capacity of a neural network is very important for its learning abilities and generalization. If the model is too simple, it cannot learn the desired function, if it is too complex, it cannot correctly generalize. In this paper, we argue that the cost function is also an important factor to control performances of a neural network.

The classical cost function used in classification and regression problems, is the mean squared error function [15]. We will name this method “MSE” in the following.

Numerous algorithms were proposed to speed up training, to find “good” learning rates, or to find a good early stopping method. We can note however that although one aims at reducing the errors made by the neural network, one has no control on the distribution of these during training. In fact, controlling the “shape” of the error distribution during training seems an interesting idea, because it is connected with the confidence on the predictions.

In other words, is it possible to control the convergence of the learning algorithm and in the same time control the shape of the error distribution such that it improves the robustness of learning? Does a control of the shape of the error distribution allow a control of the capacity of the network and thus a better generalization?

In [9] we gave a part of the answer but in a limited case which was used notably in [10, 1]. In this paper, we extend the cost function proposed in the framework of Bagging. The organization of the paper is as follows: in the next section, we briefly introduce why controlling the distribution during training can be interesting. In section 3 we present our cost function in a general setting, followed in section 4 by a comparative study on our cost function and the MSE cost function within the framework of Bagging, showing some experimental results on a benchmark database. A short conclusion then follows.

2 Classification Errors

When using MLP for classification, two kinds of errors can be computed: the squared error which is a function of the difference between the desired output and the obtained output and the classification error when an example is misclassified.

Bounds on the generalization error of composite classifier systems have been previously formulated [6, 16] and are based on the notion of the margin of classification (the distance of the estimation to the threshold decision). The size of the margin depends on the mean squared error but more generally on the distribution of the squared error and therefore on its variance (Figure 1). Consequently, the performance in terms of correct classification depends on the particular shape of the distribution of the squared error. Therefore, the choice of an appropriate cost function to control the shape of the distribution can be crucial to obtain an better solution to the classification problem.

Figure 1: Influence of the minimization of the variance of the squared error on the distribution of the estimation error.
The present paper approaches the problem by introducing a new method to control the shape of the distribution of the squared error. This method takes into account a fourth order moment, the variance of the squared error, in the used cost function during training in order to improve generalization.

3 The VMSE Cost Function

3.1 Description

There are several ways to take into account the shape of the distribution of the errors without degradation of the global mean squared error. One of them is to add to the standard cost function a term related to the variance of the squared error.

The expression of the cost function hence becomes:

\[ C_v^p = \alpha_{SE} \left( (d^p_i - o^p_i)^2 \right) + \alpha_{VSE} \left( \frac{1}{P} \sum_{a=1}^{P} \left( (d^a_i - o^a_i)^2 - \frac{1}{P} \sum_{b=1}^{P} (d^b_i - o^b_i)^2 \right)^2 \right) \]  

which can be written as the sum of two costs

\[ (C_v^p)_{MSE} = \alpha_{SE} (C_v^p)_{SE} + \alpha_{VSE} (C_v^p)_{VSE} \]  

where \( P \) is the number of examples in the training set, \( o^p_i \) the output value of the neuron \( i \) after the presentation of the example \( x \) and \( d^p_i \) the desired output for the corresponding neuron. The first part of this expression is the cost on the squared error (SE) and the second part is the cost on the variance of the squared error (VSE).

As usual, the gradient of the cost function with respect to the parameters can be written as:

\[ \frac{\partial C_v^p}{\partial W} = \frac{\partial C_v^p}{\partial o^p_i} \frac{\partial o^p_i}{\partial W} \]  

with \( W \) the parameters of the neural networks. The computation of \( \frac{\partial o^p_i}{\partial W} \) is the same than for the other cost functions.

The first term can be written as:

\[ \frac{\partial C_v^p}{\partial o^p_i} = \alpha_{SE} \left[ \frac{\partial}{\partial o^p_i} \left( (d^p_i - o^p_i)^2 \right) \right] + \alpha_{VSE} \left[ \frac{\partial}{\partial o^p_i} \left( \frac{1}{P} \sum_{a=1}^{P} \left( (d^a_i - o^a_i)^2 - \frac{1}{P} \sum_{b=1}^{P} (d^b_i - o^b_i)^2 \right)^2 \right) \right] \]  

which is equal to:

\[ \frac{\partial C_v^p}{\partial o^p_i} = \alpha_{SE} [-2(d^p_i - o^p_i)] + \alpha_{VSE} \left[ 2(-2(d^p_i - o^p_i)) \left( \frac{1}{P} \sum_{a=1}^{P} \left( (d^a_i - o^a_i)^2 - \frac{1}{P} \sum_{b=1}^{P} (d^b_i - o^b_i)^2 \right) \right) \right] \]  

which can also be written as:
\[
\frac{\partial C_i^p}{\partial o_i^p} \approx \alpha_{SE} \left[ -2(d_i^p - o_i^p) \right] + \\
\alpha_{VSE} \left[-4(d_i^p - o_i^p) \left( \frac{(d_i^p - o_i^p)^2 - MSE}{P} \right) \right]
\]  

where MSE represents the mean squared error obtained on all the examples. We realize that this gradient can be seen as the usual gradient obtained, from the mean squared error, but corrected by a measure of the distance between the error on the example \( x \) and the error on all the examples. We named this training method “VMSE” for Variance and Mean Squared Error.

Since the MSE should be calculated after each modification of the weights, the computation is very expensive and could be very long. To circumvent this problem we propose to approximate it with the MSE computed at the previous step, hence:

\[
\frac{\partial C_i^p}{\partial o_i^p} \approx \alpha_{SE} \left[ \frac{\partial}{\partial o_i^p} ((d_i^p - o_i^p)^2) \right] + \\
\alpha_{VSE} \left[ \frac{\partial}{\partial o_i^p} \left( \frac{1}{P} \sum_{a=1}^{P} \left( (d_i^a - o_i^a)^2 - \frac{1}{P} \sum_{b=1}^{P} (d_i^{b_{I-1}} - o_i^{b_{I-1}})^2 \right) \right) \right]
\]  

The computation using this approximation give a similar result to the previous one (equation (6)):

\[
\frac{\partial C_i^p}{\partial o_i^p} \approx \alpha_{SE} \left[ -2(d_i^p - o_i^p) \right] + \\
\alpha_{VSE} \left[-4(d_i^p - o_i^p) \left( \frac{(d_i^p - o_i^p)^2 - MSE_{I-1}}{P} \right) \right]
\]  

where \( I-1 \) represents the previous iteration. This algorithm can be viewed as a batch - stochastic algorithm. The only difference between equation (6) and equation (8) is the value of the MSE. In the comparative studies presented in this paper and to compare the influence of the added term we normalize the term on the variance of the squared error and we define the variable \( \nu \):

\[
\nu = \frac{\alpha_{VSE} P}{\alpha_{SE}}
\]  

From equation (2) the learning rule can then be expressed, as for the other cost functions, as:

\[
\Delta W = \beta \left( \alpha_{SE} \left( \frac{\partial (C_i^p)_{SE}}{\partial W} \right) + \alpha_{VSE} \left( \frac{\partial (C_i^p)_{VSE}}{\partial W} \right) \right)
\]  

with \( \beta \) the learning rate.

4 Comparative Study : Classification with Bagging Method

4.1 Bagging and VMSE Cost Function

Bagging [2] is a method for generating multiple versions of a predictor and using these to get an aggregated predictor. The aggregation averages over the versions when predicting a numerical outcome and does a plurality vote or an average when predicting a class. The multiple versions are formed by making bootstrap replicates of the learning set and using these as new learning sets. This method,
among some others [6, 7, 13, 16, 17], has shown the interest to combine multiple versions of a predictor to improve the precision of the results. These methods are motivated by the bias-variance dilemma [2, 4, 5, 11, 14, 19].

Here the novel cost function do not minimize this kind of variance. We showed in [9] that, with the cost function described in this paper, the performance are improved for a single neural network. In the comparative study below the objective is to see if this improvement is preserved in a Bagging setup.

4.2 Experimental Conditions

The problem is a two class classification problem on credit\textsuperscript{1}. The available database contains 690 examples each made of fifteen attributes and a target which indicates the class 1 or 2. The database is well balanced: 307 examples belong to class 1, 44.5\% and 383 belong to class 2, 55.5\%.

We used a 10-fold cross-validation method, on the original database, to find the good parameters of the neural network and the learning rate. Each neural network, in this section, is a multilayer perceptron, with standard sigmoidal functions, 15 input neurons, one hidden layer with 6 neurons and one output. The number of hidden units was selected for the MSE cost function, between 2 and 20. The learning rate is $\beta = 0.01$.

We then used exactly the same training process than the one mentioned in [12]: we created $f$ bootstraps of the dataset. For each bootstrap we trained a neural network on the complete bootstrap. Every time, this process was done twice: one using classical MSE cost function and one using the VMSE cost function. We used the stochastic version on each cost function. The training process on a bootstrap is stopped when the cost does not decrease a lot compared to previous iteration. This early stopping mechanism is based only on the MSE criterion. The added term (V) in the VMSE cost function is hence used only as a regularization term.

The MSE, the VSE and the class error are computed on the complete original database with respect to the number of bootstraps. As the database contains missing values, they were simply replaced by the minimum of the corresponding variable on the training set [3, 8, 18].

4.3 Comparison and Results

The new cost function, which includes the variance term, is compared to the standard cost function. In the following experiments we study the influence of the variance term. We show that with the added term, the variance of the squared error is decreased which increases the classification performance.

In this experiment we examined the influence of $\nu$ on two values to estimate how the added gradient interacts with the gradient of the squared error. Comparisons are performed for the global MSE, for the VSE and for the classification error rate.

We tried 5 values for $\nu$: 0.01, 0.1, 1.0, 10.0 and 100.0. For $\nu = 0.1$ and $\nu = 0.01$ the results were the same for the two cost functions and for $\nu = 100.0$ the results deteriorate. The tested values of $\nu$ have been chosen with the experience acquired on this cost function on other databases. We recommend to try these five characteristic values of $\nu$. The reader can read [9] for more details. In the following figures the results are labeled MSE for the MSE cost function which use only the squared error and VMSE1 and VMSE10 respectively for the VMSE cost function for $\nu = 1$ and $\nu = 10$.

Figure 2 shows the results obtained on the global MSE with the two cost functions. Figure 3 shows the results on the VSE. These results show that the added variance term interacts with the squared error term. A well chosen value of $\nu$ improves the minimization of the VSE. The minimization of the VSE, without degradation of the MSE, improves the performances. Figures 4 shows the effect of the added term in the cost function on the classification error rate.

\textsuperscript{1}One can find this database and other informations on comparison conditions on: ftp://ftp.ics.uci.edu/pub/machine-learning-databases/credit-screening/
Figure 2: The mean squared error (MSE) obtained when optimizing the two cost functions with respect to the number of bootstraps. The results with the VMSE cost function are better than with the MSE cost function. The three curves follow the same improvement as the number of bootstraps increases. The improvement obtained with only one neural network is preserved as the number of bootstraps increases. The performance, with $\nu = 10.0$ and 15 bootstraps, compared to the MSE cost function results, are improved by 18% (0.48 against 0.58).

Figure 3: The variance of the squared error (VSE) obtained when optimizing the two cost functions with respect to the number of bootstraps. The results with the VMSE cost function, as for the MSE (Figure 2), are better than with the MSE cost function. The three curves follow the same improvement as the number of bootstraps increases. The improvement obtained with only one neural network is preserved as the number of bootstraps increases. The performance, with $\nu = 10.0$ and 15 bootstraps, compared to the MSE cost function results, are improved by 54% (0.05 against 0.11).

We notice that the obtained results with the VMSE method are better than with the MSE function both on the MSE, on the VSE and on the classification error rate. The control of the shape of the error distribution, realized with the minimization of the variance of the squared error, allows a better generalization. This improvement already observed on a first comparative study [9] which used one neural network is preserved as the number of neural networks increases. We see, on the different curves, that the improvement is preserved when the number of bootstraps increases. Each curve decreases in the same way.
Figure 4: The classification error rate (%) obtained when optimizing the two cost functions with respect to the number of bootstraps. The results with the VMSE cost function, as for the MSE and the VSE (Figures 2 and 3), are better than with the MSE cost function. The three curves follow the same improvement as the number of bootstraps increases. The improvement obtained with only one neural network is preserved as the number of bootstraps increases. The performance, with \( \nu = 10.0 \) and 15 bootstraps, compared to the MSE cost function results, are improved by 36 % (7 against 10.8).

5 Conclusion

In this paper we have presented a new cost function to train ensemble of neural network with Bagging that gave very good results compared to classical MSE either in terms of mean squared error or classification performance.

We showed how to modify the training criterion to control the shape of the error distribution during training.

Moreover, the method requires very small changes. The training time does not change a lot because the MSE required is already computed in the MSE cost function (at the previous iteration). We just add 2 multiplications and a substraction for each example trained. The results can not be degraded if the parameter \( \nu \) is small enough.

These results are extremely encouraging and suggest that the proposed method could allow training other ensemble method. Future work will address at least one question: Does the approach work well for other types of ensemble methods, as adabost, or mixture of experts?
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