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Tripes are a common sub-structure of text characters, and the scale of the tripes does not vary significantly within a character. In this paper a new form of filter is derived from the Gabor filter which can efficiently estimate the scales of such tripes. The contrast of text in video can then be increased by enhancing the edges of those tripes found to have a suitable scale. The algorithm presented enhances the tripes in three selected scale ranges. Character recognition is then performed on the output of binarizing these enhanced images, and shows improvement over other methods.

1 Introduction

Video text detection and recognition is a useful technology for building text-based video indexing systems. Video text including captions and embodied scene text, provides precise and explicit information about the names of people, organization, location, date, times and scores, etc., which are powerful resources for video indexing and annotation. The idea of combining the text-based searching technologies and text recognition technologies has become a popular solution of the video indexing in recent years [11][12][13]. As text-based searching and retrieval technologies have been well developed [1][2], there is high demand for a system to detect and recognize unconstrained text against any background in video.

In contrast with OCR text printed against a clean background, video text may have the background of many kinds of indoor or outdoor scenes. Therefore, some properties of the video text, such as scale and alignment, can not be obtained easily unless the text can be segmented from the video frames. In order to address this problem, much former work presents the methods based on region analysis and texture analysis.

Region-based methods, first, roughly segment the input video frames into regions. The text regions are then selected by checking the features, such as maximum and minimum of the region, the width/height ratio of the region, contrast between the segments and the background, spatial frequency of the region, alignment and movement [4][11][9][10]. The region-based text detection methods require that the gray-level of the text should be consistent and can not improve the segmentation result obtained at the first step of the algorithm.

Texture-based methods use the texture property of the text string to search for text in the video. Wu et al. [5][6][7] proposed an algorithm using statistical properties of the pixel values throughout the Gaussian scale space to segment the input image into text regions and background. The candidate text regions are refined under heuristic constraints, such as height similarity, spacing and linear alignment and fixed spatial frequency. Some texture features of the text string can also be found in single scale images. Zhong [8] uses spatial variance of the input image as a feature for locating the text. In [14], the texture feature is extracted using Haar wavelet transform. The texture-based methods are robust to small gray-level variation of the text but can not always locate the text accurately [15].

In this paper, we present a method for detecting and segmenting the text using local substructures. We locate the sub-structures of the text using edge detection and estimate the scale of each sub-structures using a family of filters, which is presented in section 2. We then select three scale ranges and enhance the contrast of these sub-structures as character strokes in each scale range individually to improve the performance of text segmentation.

2 Asymmetric Filter

The family of two-dimensional Gabor filters $G_{\lambda,\theta,\varphi}(x,y)$, which was proposed by Daugman [16], are often used to obtain the spatial frequency of the local pattern in an image:

$$G_{\lambda,\theta,\varphi}(x,y) = e^{-\frac{(x^2 + y^2)}{2\sigma^2}} \cos \left( 2\pi \frac{x'}{\lambda} + \varphi \right)$$
Fig. 1 - Asymmetric filters

\[ x' = x\cos\theta + y\sin\theta \]
\[ y' = -x\sin\theta + y\cos\theta \]

Here the arguments \( x \) and \( y \) specify the position of the pixels over the image domain, the parameter \( \theta \) specifies the orientation of the filter, the parameter \( \gamma \) determines the spatial aspect ratio, and \( \frac{1}{\lambda} \) is called the spatial frequency. These filters provide the conjointly optimal resolution for the orientation, spatial frequency and the position of the local image structure.

However, text detection requires the precise position and scale of the text. We propose a family of asymmetric filters based on Gabor filters to obtain the precise scale information of the local image structures. Our family of filters is designed into two groups: edge-form filters and stripe-form filters. The edge-form filters \( E_{\lambda,\theta}(x,y) \) are the Gabor filters with \( \varphi = \pi/2 \):

\[ E_{\lambda,\theta}(x,y) = e^{-\frac{(x'^2 + y'^2)}{2\sigma^2}} \cos \left( 2\pi \frac{x'}{\lambda} + \frac{\pi}{2} \right) \]

\[ x' = x\cos\theta + y\sin\theta \]
\[ y' = -x\sin\theta + y\cos\theta \]

The stripe-form filters \( S_{\lambda,\theta}(x,y) \) are defined as a Gabor filter with a translation \(-\frac{\lambda}{4},0\):

\[ S_{\lambda,\theta}(x,y) = e^{-\frac{(x'^2 + y'^2)}{2\sigma^2}} \cos \left( 2\pi \frac{x'}{\lambda} - \frac{\pi}{4} \right) \]

\[ x' = x\cos\theta + y\sin\theta - \frac{\lambda}{4} \]
\[ y' = -x\sin\theta + y\cos\theta \]

The edge-form and stripe-form filters keep most of the properties of the Gabor filters except the specified translation on the position and the phase offset. Figure 1 shows the pattern of the edge-form filters and stripe-form filters in 8 orientations with \( \gamma = 0.92 \).

A special property of these two groups of filters is very useful to find out the scale of the local image structure. Experiments show that if the pixel \((x,y)\) is on the edge of stripe structure, the responses
of the stripe-form filters are smaller than the responses of the edge-form filters when the scale of the filters are rather smaller than the scale of the stripe \(S_{\lambda,s}(x,y) < E_{\lambda,s}(x,y)\), but greater when the scale of the filters are rather larger than the scale of the stripe \(E_{\lambda,s}(x,y) < S_{\lambda,s}(x,y)\), see figure 2.

The scale which the stripe-form filter response surpasses the edge-form filter response is called the surpass scale.

For any pixels on the edges, according to the surpass scale \(\lambda_s\), we compute the filter responses of the two other scales \(\frac{1}{2}\lambda_s\) and \(\frac{3}{2}\lambda_s\). A neural network is trained with these five filter responses (the responses of the edge-form filter and the stripe-form filter at surpass scale are the same value) to find the scale of the local edge.

3 Algorithm

An off-line text-based video indexing system consists of text annotation and a text search engine. The search engine queries the text annotation with keywords input by the user and retrieves the matching video periods.

3.1 Text Detection and Recognition

The text recognition algorithm can be summarized as follows:

1. The edges in the input video frame are extracted using the Canny algorithm.

2. In order to select the candidate pixels on the edges, we segment the frame into \(n \times n\) blocks, where \(n\) equals to the half size of the smallest scale of the substructures of the text (here \(n=2\)). Only one edge point is selected as the candidate pixel in each block. The pixel chosen is the one with the maximum energy.

3. The scales of the candidate pixels are estimated with the asymmetric filters and neural network that we discussed in the last section. The pixels with the scales extremely small or large are filtered out because these values are out of our searching range. In this paper, the scale range is 3 to 50.

Fig. 2 - scale adaptive property of asymmetric filters
4. With the filters in their scales and orientations of the candidate pixels, we can reconstruct the image pattern. The image pattern is reconstructed in three scale levels. The first level $L_1$ includes the scales between 3 and 9, the second level $L_2$ consists of the scales from 7 to 30 and the last scale level $L_3$ is from 26 to 30. For each candidate pixel $(x_i, y_i)$, with the orientation $\theta_i$ and filter scale $\lambda_i$, the three reconstructed image patterns are defined as:

$$I^k_r = \sum_{i=0}^{n} F^k(i), \quad k = 1, 2, 3.$$  

$$F^k(i) = \begin{cases} 0, & \lambda_i \notin L_k, \\ S_{\lambda_i, \theta_i}, & \lambda_i \in L_k. \end{cases}$$

5. The original image is then enhanced by addition of itself to the three reconstructed image patterns $I^k_r$ individually,

$$I^k_r(x, y) = I_{orig}(x, y) + I^k_r(x, y), \quad k = 1, 2, 3.$$  

We then binarize these three enhanced images using the Otsu’s method and mask off the pixels with zero value in the reconstructed image patterns. These three binary image are used as the inputs of a commercial OCR software system to recognize the text characters.

4 Experiment and Result

Experiments are based on 3 video streams with a total of 4000 frames (512x512). The text in the videos is both superimposed text and scene text, with different alignments and movements. When applying our algorithm, we constrain that the minimum scale of the sub-structure of the text to 3 pixels and the maximum scale to 50 pixels. Text characters are assumed to appear in at least 8 consecutive frames. The examples of image patterns, enhanced images and the binary images in three scale ranges and binary result of MoCA are shown in figure 3. The final recognition results with the TypeRead OCR package can be found in table 1, which shows the comparison between results of our algorithm and the results with MoCA.

5 Conclusion

Stripes are a very common sub-structure of characters. Their scale does not vary much in one text character. Using our family of asymmetric filters, we can estimate the scale of a stripe efficiently with a binary search algorithm. It is therefore possible to enhance contrast at only those edges most likely to represent text in the scale interest of. The experimental results show that the approach presented in this paper can improve the recognition rate of the superimposed text significantly.

The main disadvantage of this method is that it can not filter out all background from the frames. Some local structure of the background may also contain similar stripe structure. They are regarded as part of text characters and let OCR system make the final decision.
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Fig. 3 – row 1: original frame image (left), MoCA result (right); (row 2) reconstructed image patterns in 3 scale ranges; (row 3) enhanced images in 3 scale ranges; (row 4) binarization results of 3 enhanced images, with the Otsu’s method. The images from left to right are $L_1, L_2, L_3$. 


