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Résumé. In this paper, we present a method to improve video OCR with multiple character hypotheses. The text regions in video need to be binarized before work as the input of current OCR system. Traditional binarization do not use any structural information about the text. Based on a certain statistic model, we define a binarization method, which is called observation function, that should satisfy a certain condition. We then present a method to construct an observation function by computing binarization results according to multiple hypotheses of characters obtained by an OCR system.
1 Introduction

Combining video OCR system and text-based search engine for video indexing and retrieving has become an important research topic in recent years. Text information contained in video provides precise and explicit meanings. Superimposed captions usually provide information about the name of people, organization, location, subject, date, time and scores, etc. These texts are powerful resources for indexing, annotation and content-oriented video coding and processing. Moreover, text-based searching and matching technologies have well developed. Text-based search engines address the problem of automatically and efficiently finding documents. Many efficient search engines are employed in peer visiting web sites, e.g. Yahoo and Alta Vista, libraries, and so on.

The OCR systems for machine printed text on clean papers yield high recognition rates and are now readily available for personal computers [1][2]. However, the existing OCR technologies are not able to recognize text that is not printed against a clean background. In videos, the background can be any kind of indoor or outdoor scene while the text can vary in font, size, color, texture, alignment, 3D position and movement, lighting condition, and shading. Therefore, there is high demand for systems to detect unconstrained text from any background, which is called “video OCR system”.

Former work on text detection in video can be classified as region-based methods and texture-based methods. In region-based methods, first, the input video frames are roughly segmented into regions. Then the text regions are selected by checking the features, such as maximum and minimum of the region, the width/height ratio of the region, contrast between the segments and the background, spatial frequency of the region, as well as certain alignment and movement. [4][11][9][10]

The region-based text detection methods have high processing speed and localization accuracy, however, require the gray-level of the text to be similar.

Texture-based methods regard the text as a special kind of texture and employ texture analysis to search the text in the video. In [5][6][7] is an algorithm by using statistical properties through out the Gaussian scale space. Under this scheme, the input image is segmented into text regions and background. The text regions are refined under heuristic constraints to text strings, such as height similarity, spacing and linear alignment, fixed spatial frequency. In [8], spatial variance of the input image is used as feature for locating the text. In [14], the Haar wavelet transform is employed to give out the texture feature. The texture-based methods are robust to small gray-level variation of the text while generally time-consuming and sensitive to character font size and style. Another disadvantage of texture-based methods is that it can not always locate the text accurately[15].

Both the region based and texture based methods try to locate the text regions at first and binarize these regions afterwards to satisfy the input requirement of the current OCR system. In this paper, we present an approach to improve the performance of the video OCR, which offers multiple hypotheses instead of one binarization result as the inputs of the OCR system.

2 Statistical model

The text in video usually has different kinds of local background, which presents the main problem in video OCR. The problem can be described formally with a statistical model. Let \( I_0 \) indicate the set of all possible input images of video frames, \( |I_0| \) represents the number of images in \( I_0 \). We assume that the resolution of all input images or video frames is uniform. \( C_0 \) is the set of all possible characters and their positions in image. If the occurrence of a character \( c \in C_0 \) in image \( I \in I_0 \) is distinguishable, we say that \( c \) appears in \( I \) and write \( c \in I \). We then define the occurrence probability of \( c \) as \( p(c) \).

\[
p(c) = \frac{|I|}{|I_0|}, I = \{I_k | I_k \in I_0, c \in I_k \}
\]

The video OCR is to find \( C^* \)

\[
C^* = \arg\max_C (p(I|C))
\]

with

\[
p(I|C) = \begin{cases} 0 & C \notin I, I = \{I_k | I_k \in I_0, C \in I_k \} \\
\prod_{C \in I} p(C) & C \notin I, I = \{I_k | I_k \in I_0, C \in I_k \}
\end{cases}
\]

The output of an existing OCR system may offer us the probability \( p(C|\theta(I)) \), here \( \theta(I) \) is the observation function of an OCR system on the image \( I \). Obviously, if for

\[
\forall C_1, C_2 \in \mathcal{Z}^{d_0}, \quad \frac{p(C_1|\theta(I))}{p(C_2|\theta(I))} < \frac{p(C_1)}{p(C_2)}
\]

we have

\[
\Rightarrow \frac{p(C_1|\theta(I))}{p(C_2|\theta(I))} < \frac{p(C_1)}{p(C_2)}
\]

(1)
arg \max \limits_C \frac{p(C|\theta(I))}{T \cdot p(C)} \Rightarrow \arg \max \limits_C (p(I|C)) \quad (2)

where the coefficient $T$ is a constant. Function $\theta$ is called observation function, which satisfies the condition specified in equation (1). We have now a joint between current OCR and video OCR. This formulation combines both the image evidence and the observation function at the OCR system to segment and recognize text.

3 Design of the Observation Function

Traditional binarization process can be regarded as an observation function if it can extract most of the text pixels from the background. Unfortunately, previous work has shown that it is not possible to segment the pixels of the text without knowing where and what the characters are [11][15]. To address this problem, we preprocess the text region with multiple hypotheses of characters and positions before binarization. The idea is to smooth the different parts of the given region according to the standard character pattern, so that we can keep the edge of the character while smooth the inner of the characters. This preprocess can be described as: for each character $c \in C_0$, we design a 2-D weight matrix $W_c$. If we predict a character $c \in C_0$ in the region $X$, we first resample the region $X$ to the same size as $W_c$, so that each pixel in region $X$ corresponds to one element in $W_c$. Then, for each pixel in region $X$, we compute its new value by convoluting the region $X$ with a kernel specified by its correspond in weight in $W_c$. For each pixel $x_i \in X$, the kernel $\eta(x_i)$ is defined as:

$$
\eta(x_i) = \frac{1}{W_c(x_i)} \exp \left( -\frac{\pi^2 \cdot (x - x_i)^2}{2 \cdot W_c^2(x_i)} \right) \cdot \cos \left( -\frac{\alpha \cdot \pi \cdot (x - x_i)^2}{W_c^2(x_i)} \right)
$$

where $\alpha$ is a constant parameter. We denote the old value of the pixel $x_i$ as $I(x_i)$, and the new value of the pixel $x_i$ as $I'(x_i)$.

$$
I'(x_i) = \frac{\sum_{x \in X} I(x_i) \eta(x_i)}{\sum_{x \in X} \eta(x_i)}
$$

$W_c$ can be adjusted manually according to the training data so that we can let the final binarization result roughly satisfy the condition (1).

4 Experiment and Result

We performed an experiment based on the video streams with totally 4000 frames from 3 videos. The texts in the video are both superimposed text and scene text with different alignments and movements. We employed a weight matrix for three kinds of fonts of English characters. The candidate text regions are extracted using a region based method. Here, we constrain that the minimum size of the region should be 8 pixels and this region should be available in at least 5 continuous frames. Figure 1 shows the results of our algorithm and the results with using only a binarization method.

5 Conclusion

The results show that the multiple hypotheses approach presented in this paper can improve the recognition rate of the superimposed text and reduce the error rate, which denotes the error rate of the OCR system. The performance of the preprocess, in which is presented in section 3, is sensitive to the transforms and fonts of the character. This may cause the low recognition rate for the scene text. Because we have not predicted the possible characters but only the position of the characters, the algorithm is rather time-consuming. Future work will focus on the character prediction.
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Tab. 1 - Recognition results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>type of text</th>
<th>frames</th>
<th>recognition rate</th>
<th>error recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>directly binarization</td>
<td>superimposed text</td>
<td>4000</td>
<td>36.1%</td>
<td>84.7%</td>
</tr>
<tr>
<td>directly binarization</td>
<td>scene text</td>
<td>4000</td>
<td>7.4%</td>
<td>—</td>
</tr>
<tr>
<td>multiple hypotheses</td>
<td>superimposed text</td>
<td>4000</td>
<td>70.6%</td>
<td>27.0%</td>
</tr>
<tr>
<td>multiple hypotheses</td>
<td>scene text</td>
<td>4000</td>
<td>9.2%</td>
<td>—</td>
</tr>
</tbody>
</table>

Fig. 1 - experiment results: (left) original frame image; (middle) candidate regions; (right) observation result


