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On the Recent Use of Local Binary Patterns for
Face Authentication
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Abstract

This paper presents a survey on the recent use of Local Bipaitgrns (LBPs) for face recognition. LBP is
becoming a popular technique for face representation. dt mon-parametric kernel which summarizes the local
spacial structure of an image and it is invariant to monat@may-scale transformations. This is a very interesting
property in face recognition. In this paper, we describeltBE technique and different approaches proposed in the
literature to represent and to recognize faces. The moetgeptatives are considered for experimental comparison
on a common face authentication task. For that purpose, MBVX'S and BANCA databases are used according
to their respective experimental protocols.
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. INTRODUCTION

Ocal Binary Pattern (LBP) is becoming a popular technique daefrepresentation as well as for

image representation in general. Recently, LBP has beenedpfai the specific problem of face
recognition [29], [1], [10], [31], [32], [22], [9]. The LBP i® non-parametric kernel which summarizes
the local spacial structure of an image. Moreover, it is filar@ to monotonic gray-scale transformations,
hence the LBP representation may be less sensitive to chamgksnination. This is a very interesting
property in face recognition. Indeed, one of the major probin face recognition systems is to deal with
variations in illumination. In a realistic scenario, it isry likely that the lighting conditions of the probe
image does not correspond to those of the gallery image ehiece is a need to handle such variations.
This probably explains the recent success of Local BinaryeRat in the face recognition community.
In this paper, we will thus address only the problem of lightvariations both in artificial and realistic
conditions. The reader should note that one of the databaswevusing, includes slight facial expression
and pose variations. Moreover, in an authentication segnidne claimant is supposed to cooperate with
the system and thus we do not consider database with largd épression and head pose changes.

We propose in this paper an overview of different LBP techeggyproposed for face recognition in

general and we experimentally compare the most representates on the face authentication tals&ce
authentication(or verification) involves confirming or denying the identity claimed by a gmT (one-
to-one matching). In contrastace identification(or recognition) attempts to establish the identity of a
given person out of a closed pool of people (one-taV matching). Both mode are generally grouped
under the generiace recognitionterm. Authentication and identification share the same rpegssing
and feature extraction steps and a large part of the clasdéggn. However, both modes target distinct
applications. In authentication mode, people are supptserboperate with the system (the claimant
wants to be accepted). The main applications are accessktagstems, such as computer or mobile
devices log-in, building gate control, digital multimediacess. On the other hand, in identification mode,
people are generally not concerned by the system and oftm @ not want to be identified. Potential
applications includes video surveillance (public plagestricted areas) and information retrieval (police
databases, video or photo album annotation/identification

S. Marcel, Y. Rodriguez and G. Heusch are at the IDIAP Reseastfidte, Avenue du Simplon 4, 1920 Martigny, Switzerland.
E-mail: marcel@idiap.ch
Manuscript received May 1, 2006; revised October 20, 2006;edeMay 25, 2007.



INTERNATIONAL JOURNAL OF IMAGE AND VIDEO PROCESSING, SPEGL ISSUE ON FACIAL IMAGE PROCESSING 2

The problem of face authentication has been addressedfbyedhif researchers using various approaches.
Thus, the performance of face authentication systems leaslist improved over the last few years. For
a comparison of different approaches see [30]. These appesacan be divided mainly intdiscriminant
approaches andgenerativeapproaches. Aliscriminantapproach takes a binary decision (whether or not
the input face is a client) and therefore has to be trainedicithp on both client data and impostor data.
A generativeapproach computes the likelihood of an observation or a fsebgervations given a client
model and compares it to the corresponding likelihood gaegeneric model (referred as world model).
Examples of discriminant classifiers are Multi-Layer Pptoens (MLPs) and Support Vector Machines
(SVMs) [13]. Examples of generative methods are Gaussiatu Models (GMMs) [5], Hidden Markov
Models (HMMs) [19], [4] or simply a metric [15], [14]. Botlliscriminantand generativeapproaches
can usdocal features (local observations of particular facial feasyi@ holistic features (the whole face
is considered as an input). Examples of holistic featuresgaay-scale face images or their projections
onto a Principal Component subspace (referred to as PCA onfaicgs [26]) or a Linear Discriminant
subspace (referred to as LDA or Fisherfaces [3], [6]). EXespf local features are blocks extracted
from an image or transforms of these blocks such as Discretsen€dransform (DCT) or others. Finally,
the decision to accept or reject a claim depends on a sca®iide measure, MLP output or Likelihood
ratio) which could be either above (accept) or under (rgjaagiven threshold.

This paper is organized as follows. First, we introduce Ldiaary Patterns and several variants or
extensions. Then, we describe the main different appraaidnghe recognition of faces with LBP. Finally,
we present experimental results, we draw conclusions andiseeiss future research directions.

Il. LOCAL BINARY PATTERNS

In this section, we introduce the original LBP operator asl @slseveral extensions (multi-scale LBP,
uniform LBP, improved LBP) and variants (Extended LBP and Cefisaasforms).

A. The Original LBP

The Local Binary Pattern (LBP) operator is a non-parametrig Bsrnel which summarizes the local
spacial structure of an image. It was first introduced by ¢glal. [20] who showed the high discriminative
power of this operator for texture classification. At a giy@rel position(z.,y.), LBP is defined as an
ordered set of binary comparisons of pixel intensities letwthe center pixel and its eight surrounding
pixels (Figure 1).

binar
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Fig. 1. Calculating the original LBP code

The decimal form of the resulting 8-bit word (LBP code) can Rpressed as follows:

7
LBP(ze,yc) = Y s(in —ic)2" (1)
n=0

wherei, corresponds to the grey value of the center pixel4.), i, to the grey values of the 8 surrounding
pixels, and functions(z) is defined as:

s@={o & 120 @



INTERNATIONAL JOURNAL OF IMAGE AND VIDEO PROCESSING, SPEGL ISSUE ON FACIAL IMAGE PROCESSING 3

Note that each bit of the LBP code has the same significancé dedethat two successive bit values
may have a totally different meaning. Actually, The LBP codaynbe interpreted as a kernel structure
index. By definition, the LBP operator is unaffected by any nton@ gray-scale transformation which
preserves the pixel intensity order in a local neighborh@€dure 2).

Fig. 2. Original image (left) processed by the LBP operator (right).

Due to its texture discriminative property and its very loamputational cost, LBP is becoming very
popular in pattern recognition. Recently, LBP has been aggbe instance to face detection [12], face
localization [11], face recognition [29], [1], [10], [31]32], image retrieval [25], motion detection [8] or
visual inspection [27]

B. The Multi-Scale LBP

Later, Ojala et al. [21] extended their original LBP operatora circular neighborhood of different
radius size. Theil.B Pp i notation refers ta” equally spaced pixels on a circle of radilis For instance,
the LB Ps, operator is illustrated in Figure 3.

Fig. 3. Examples of extended LBP operators

C. The Uniform LBP

In [21], they also noticed that most of the texture inforroatiwas contained in a small subset of
LBP patterns. These patterns, called uniform patterns,agordt most two bitwise 0 to 1 or 1 to O
transitions (circular binary code). 11111111, 0000011A@®00111 are for instance uniform patterns.
They mainly represent primitive micro-features such asdjredges, cornerEBPﬁ?R denotes the extended
LBP operator {2 for only uniform patterns, labelling all remaining patterwith a single label).

D. The Improved LBP

Recently, new extensions of LBP have appeared. For instaimcet, dl. [12] remarked that LBP features
miss the local structure under some certain circumstanmo tfaus they introduced thienprovedLocal
Binary Pattern (ILBP). The main difference between ILBP and LB in the comparison of all the
pixels (including the center pixel) with the mean of all thegbs in the kernel (Figure 4).

The decimal form of the resulting 9-bit word (ILBP code) candxpressed as follows:

8
ILBP(ve,ye) = Y $(in — im)2" (3)

n=0

wherei,, corresponds to the mean grey value of all the pixels, andifume(x) is defined as in Equation 2.

ta more exhaustive list of applications can be found on Oulu Universitysite at: http://www.ee.oulu.fi/research/imag/texture/lbp/lbp.php
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Fig. 4. Calculating the ILBP code

E. The Extended LBP

Huang et al. [11] pointed out that LBP can only reflect the firstivéhtion information of images, but
could not represent the velocity of local variation. To golhis problem, they proposed &xtended
version of Local Binary Patterns (ELBP) that encodes the gradinagnitude image in addition to the
original image. For that purpose, they simply applied kerdeB Py}, LBP{3 and LBP¢3 both to the
original image and the gradient image. As a consequencentéihod can’'t be considered as an extension
of the LBP operator.

F. Census Transforms

We finally point out that, approximately in the same time thigioal LBP operator was introduced by
Ojala [20], Zabih and Woodfill [28] proposed a very similacdb structure feature. This feature, called
Census Transformmalso maps the local neighborhood surrounding a pixel ta atbing. With respect to
LBP, the Census Transfornonly differs by the order of the bit string. Later, tii&ensus Transforrhas
been extended to become thdified Census TransfordMCT) [7]. Again, one can point out the same
similarity between ILBP and MCT (also published at the same}im

[11. FACE RECOGNITION SYSTEMS USINGLOCAL BINARY PATTERNS

In this section, we present the most representative facegnitton systems using LBP (Ahonen [1],
Zhang [29], LBP/JSBoost [10], LBP/MAP [22], INORM LBP [9]).

A. Ahonen System

In [1], Ahonen proposed a face recognition system based oBR lepresentation of the face. The
individual sample image is divided int& small non-overlapping blocks (or regions) of same size.
Histograms of LBP code&", with r € {1,2, ..., R} are calculated over each block and then concatenated
into a single histogram representing the face image. A blostogram can be defined as:

H'(i)= Y  I(f(z,y)=1i), i=1..,N, (4)
x,y€block,

where N is the number of bins (number of different labels producedhsy LBP operator)f(z,y) the
LBP label? at pixel (x,y) and I the indicator function.

"

local histogram

h concatened histogram

local histogram

LBP code

Fig. 5. LBP description of the face.

Note thatL BP(z,y), the LBP operator value, may not be equalfte, ) which is the label assigned to the LBP operator value. With
the LBP;?R operator, for instance, all non-uniform patterns are labelled with a slagkd.
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This model contains information on three different levéigy(re 5): () LBP code labels for the local
histograms (pixel level),2) local histograms (region level) and)(a concatenated histogram which builds
a global description of the face image (image level). Becaasee regions are supposed to contain more
information (such as eyes), Ahonen propose an empiricahodeto assign weights to each region. For
classification, a nearest-neighbor classifier is used withsGhare {?) dissimilarity measure, defined as

follows: (S7(i) — M (i))?

whereS andM correspond to the sample and the model histograms. Ahorestigated several variants
of LBP including LBPpx (varying the radius parameter) aid3 P“%. However, he reported best results
with LB P2,

B. Zhang System

Following the work of Ahonen, Zhang et al. [29] underlinedrso limitations. First, the size and
position of each region are fixed which limits the size of thailable feature space. Second, the weighting
region method is not optimal. To overcome these limitatidghsy propose to shift and scale a scanning
window over pairs of images, extract the local LBP histograand compute a dissimilarity measure
between the corresponding local histograms. If both imagedrom the same identity, the dissimilarity
measure are labelled as positive features, otherwise agiveedeatures. Classification is performed with
AdaBoost learning, which solves the feature selection aaskdier design problem. Optimal position/size,
weight and selection of the regions are then chosen by thstipgoprocedure. Comparative study with
Ahonen’s method showed similar results. Zhang et al.sesgstises however much less features (local
LBP histograms).

C. Huang System

More recently, Huang et al. [10] proposed an improved versioZhang et al. system. Their method is
based on a modified version of the boosting procedure ca&boswhich incorporates Jensen-Shannon
(JS) divergence into AdaBoost learning. This JS divergerrogigies a more appropriate dissimilarity
measure between two classes than previous proposed nmeddore stable and effective weak classifiers
are learnt byJSBoost This improved feature selection leads to slightly betegrognition results with a
significantly smaller number of features.

D. Rodriguez-Marcel System

In [22], Rodriguez et al. proposed to use a generative apprddgs method, called LBP/MAP, considers
local histograms as probability distributions and compuadog-likelihood ratio instead of a Chi square
similarity. A generic face model is represented by collactof LBP-histograms. Then, a client-specific
model is obtained by an adaptation technique (Figure 6) ftlois1 generic model under a probabilistic
framework.

world data client data
- world model world model

) k7 \ (block histogram) (block histogram) h % d
W g "
~FE | : - 3 n‘
& J bin | i
- —

bin |

LBP code | ¢
histogram adaptation

Fig. 6. lllustration of the adaptation of LBP histograms.
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E. System using LBP as an Image Preprocessing

A completely different approach has been also proposedsdteat al. [9] suggested to use the LBP
(more preciselyLBF;, ) directly as an illumination normalization technique (kig 7). This method,
called INORM LBP, applies the LBP operator on every pixel of thmge and computes the LBP code.
Each LBP code becomes a pixel in the INORM LBP image. Then, stdrfdae recognition techniques
such as LDA/NC [15] or DCT/HMM [4] can be used to solve the vesfion task.

2 HENUE

Wy gmmppooweq g gnomag o P—"_""'wn(

Fig. 7. Robustness to illumination changes.

V. EXPERIMENTS AND RESULTS

In this section, we provide comparative experiments wittess systems introduced in Section Il on
two face authentication benchmark databases, namely XNMRa&ffld BANCA, which we briefly describe
in this section. All algorithms have been developed usirg Torchvision library {or ch3vi si on.

i di ap. ch) and experiments have been performed using the py\Meyivéri f . i di ap. ch) biometric
verification toolkit. We implemented the systems of Ahonggnd Zhang [29], but also LBP/MAP [22] as
well as two standard state-of-the-art methods combinell twid different image preprocessing techniques:
histogram equalization (HEQ) and LBP (INORM LBP) [9]. The firgstem is a combination of Linear
Discriminant Analysis with a Normalized Correlation (LDADY based on a holistic representation of
the face [23]. The second one is a generative approach base¢keoDiscrete Cosine Transform and
Hidden Markov Models (DCT/HMM) with a local description ofehface [4]. We didn’t implemented
LBP/JSBoost, the system of Huang et al. [10], as the authorsclamming that LBP/JSBoost is an
improvement of Zhang et al. system.

A. Databases

The XM2VTS database [17] contains synchronized video ar@dp data from 295 subjects, recorded
during four sessions taken at one month intervals. The stsbjgere divided into a set of 200 training
clients, 25 evaluation impostors and 70 test impostors. Reugs were acquired over a period of five
months under controlled conditions (blue backgroundfiasl illumination) for the standard set. The
darkened set contains four images of each subject acquitbdside lighting. Figure 8 shows images
coming from both sets of the database. We performed the iexpets following theLausanne Protocol
Configuration | Concerning darkened set experiments, the protocol is tme st for the testing phase:
it is done on the darkened images.

The BANCA database [2] was designed to test multi-modal itlewerification with various acquisition
devices under several scenarios (controlled, degradeddvetse). In the experiments described here we
used the face images from the English corpora, containingubifects, equally divided into two groups
gl and g2 used for development and evaluation alternatively. Eadijesti participated in 12 recording
sessions. Each of these sessions contains two video regerdine true client access and one impostor
attack. Image acquisition was performed with two differeatneras: a cheap analogue web-cam, and
a high-quality digital camera, under several realisticnse®s: controlled (high-quality camera, uniform
background, controlled lighting), degraded (web-cam -aoifiorm background) and adverse (high-quality
camera, arbitrary conditions). See Figure 8 for examplegegsaof each scenario.
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(a) XM2VTS: standard and darkened (b) BANCA: uncontrolled conditions

Fig. 8. Comparison of XM2VTS (a) and BANCA (b) image conditions. \\as XM2VTS database contains face images in controlled
conditions, BANCA is a much more challenging database with face imagesded in uncontrolled environment (complex background,
difficult lightning conditions).

In the BANCA protocol, seven distinct configurations for thiaining and testing policy have been
defined. In our experiments, the configurations referred atcMControlled (Mc), Unmatched Adverse
(Ua), Unmatched Degraded (Ud), Pooled Test (P) and Grant (@sare used. All of the of listed
configurations, except protocol G, use the same traininglidons: each client is trained using images
from the first recording session of the controlled scenaresting is then performed on images taken
from the controlled scenario (Mc), adverse scenario (Ueyraided scenario (Ud), while (P) does the test
for each of the previously described configurations. Thequa G uses training images from the first
recording sessions of scenarios controlled, degraded dwetse.

B. Experimental Setup

1) Feature Extraction: For both XM2VTS and BANCA databases, face images are exttaictea
common size 080 x 64 (rows x columns), according to the provided ground-truth eye pmst We used
this representation for all the methods we implemented.LIB® methods, face images are decomposed
in 8 x 8 blocks (R = 80 blocks) and histograms of LBP codes are then computed ovér ldack r.

2) Performance MeasureTo assess authentication performance, the Half Total Rede (HTER) is

generally used:
FAR(6) + FRR(0
HTER(D) — AR )g ) 6)
where FAR if the false alarm rate, FRR the false rejection aaty the decision threshold. To correspond
to a realistic situationd is chosena priori on the validation set at Equal Error Rate (EER).
For experiments on XM2VTS database, we use all availabieitiga client images to build the generic
model. For BANCA experiments, the generic model was traingd thie additional set of images provided

with the database, referred to @erld data(independent of the subjects in the client database).

C. Results and Discussion

Table | reports comparative results for Ahonen, Zhang and/M2B¥P systems, as well as for state-of-
the-art methods LDA/NC and DCT/HMM both using HEQ and INORM LBRage preprocessing. We
also report the only result from LBP/JSBoost [10] obtained &MNBA (protocol G only).

From the results on XM2VTS (standard set), we first remark skaeral LBP methods obtain state-of-
the-art results. Secondly, we notice that compared to theotiver methods which use a LBP representation
of the face, LBP/MAP performs clearly better on both databas®l all protocols. On protocol G, where
more client training data is available, LBP/MAP clearly aerfiorms the improved version of Zhang
system (LBP/JSBoost). We also notice that LBP-based genenatgthods (INORM LBP + DCT/HMM
and LBP/MAP) perform better that the two other LBP-based nagtor all conditions. However, it must
be noted that these methods (Ahonen and Zhang) have beeémadlyiglesigned for the face identification
problem. We finally point out that as reported in [29] for itiBoation, Ahonen and Zhang methods give
similar results at least on the XM2VTS standard set.
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TABLE |
HTER PERFORMANCE COMPARISON FOR TWO STAHDF-THE-ART METHODS (LDA/NC AND DCT/HMM) AND LBP SYSTEMS FOR
THE XM2VTS DATABASE AND BANCA DATABASE.

Models XM2VTS BANCA
Std | Dark || Mc | Ud Ua P G
HEQ + LDA/NC 32| 106 || 48| 13.8| 20.8| 15.2| 7.1
HEQ + DCT/HMM 20| 373 || 41| 225| 189 | 18.0| 4.6

INORM LBP + LDA/NC 56| 97 6.2 | 133 | 205| 153 | 74
INORM LBP + DCT/HMM || 14 | 96 21| 92 | 161 | 126 | 1.2

LBP Ahonen 34| 226 | 83| 143 | 23.1| 208 | 10.4
LBP Zhang 39| 356 | 97| 26.4| 23.6| 253 | 9.3

LBP/MAP 14| 129 || 73| 10.7 | 226 | 19.2| 5.0
LBP/JSBoost [10] - - - - - - [107

More importantly, it should be noticed the degradation ¢fsgstems when tested on the darkened
set of XM2VTS and on unmatched conditions of BANCA. Howevarc® again LBP-based generative
methods are the most robust to these illumination changeéghenmismatch.

Finally, according to the results the best system is INORM LB®GT/HMM, that is when LBP
is used as a preprocessing step and when an additional fesgniBon technique is used. Indeed, all
LBP-based face recognition technigues perform histogrampewmison. Therefore, we believe there might
be a large potential for performance improvement by usingenappropriate generative models of Local
Binary Patterns.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented a survey on some recent use of Batary Patterns (LBPs) for face
recognition. We described the LBP technique as well as sesdi@ent approaches proposed in the liter-
ature to represent and to recognize faces. We selected tslerepoesentatives to perform an experimental
comparison on a face authentication task. The XM2VTS and BANlatabases were used according to
their respective experimental protocols.

Results have shown that LBP based methods obtained state-afit results and than some of them
were even outperforming the state-of-the-art. Anothegrggting conclusion from the results suggested to
combine Local Binary Patterns and generative models. We\gethis might be a novel research direction
to investigate.
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